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0 Review of Lie groups and Lie algebras - 05-11-2020

0.1 Lie algebras
Definition 0.1 (Lie algebra). A Lie algebra is a pair (g, [·, ·]) where g is a vector space
over R and [·, ·] is a map [·, ·] : g × g −→ g which satisfies:

(a) (Skew-symmetric) ∀x, y ∈ g : [x, y] = −[y, x];

(b) (Bilinear) ∀a, b ∈ R : ∀x, y, z ∈ g : [ax+ by, z] = a[x, z] + b[y, z];

(c) (Jacobi identity) ∀x, y, z ∈ g : [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
The map [·, ·] is called the Lie bracket of g.
Example 0.2 (Lie algebras).

(a) If M is a smooth manifold, then the set of vector fields on M , X(M), together with
the Lie bracket of M is a Lie algebra.

(b) Let V be a vector space over R. Then, gl(V ) := End(V ), together with the Lie
bracket defined by

∀T, S ∈ End(V ) : [T, S] = TS − ST,

is a Lie algebra.

0.2 Lie groups
0.2.1 Definitions and examples

Definition 0.3 (Lie group). A Lie group is a group G which is at the same time a
smooth manifold, such that the maps

G×G −→ G G −→ G

(g, h) 7−→ gh, g 7−→ g−1,

are smooth.
Example 0.4 (Lie groups). Consider the following groups of matrices:

GL(n,R) =
{
A ∈ Rn×n | det(A) ̸= 0

}
,

SL(n,R) =
{
A ∈ Rn×n | det(A) = 1

}
,

O(n) =
{
A ∈ Rn×n | A⊤A = 1n×n

}
,

Sp(2n,R) =
{
A ∈ R2n×2n | A⊤J0A = J0

}
,

where
J0 =

(
0 −1n×n

1n×n 0

)
We will see in a future exercise sheet that each of them is a submanifold of Rn×n (and
R2n×2n in the case of Sp(2n,R)). In each of these cases, the operations of multiplication
and taking inverses are smooth. So, all the matrix subgroups presented above are matrix
subgroups.
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0.2.2 Lie algebra of a Lie group

Definition 0.5 (left invariant vector field). Let G be a Lie group. For each g ∈ G,
define the left translation map by

Lg : G −→ G

h 7−→ gh.

This map is a diffeomorphism with inverse Lg−1 . A vector field X ∈ X(G) is left
invariant if

∀g ∈ G : (Lg)∗X = X.

Define the set of left invariant vector fields of G by

XL(G) := {X ∈ X(G) | X is left invariant}.

Remark 0.6 (right invariant vector fields). Analogously it’s possible to define a right
translation map and right invariant vector fields.

Proposition 0.7 (properties of left invariant vector fields). Let G be a Lie group. Then,

(a) XL(G) is a linear subspace of X(G);

(b) The maps

ϕG : XL(G) −→ TeG

X 7−→ X|e

ψG : TeG −→ XL(G)
V 7−→ XV , where XV

g = DLg(e)V

are linear and inverses of one another, hence isomorphisms of vector spaces;

(c) dimXL(G) = dimG;

(d) XL(G) is a Lie subalgebra of X(G).

Proof. Exercise.

Definition 0.8 (Lie algebra of a Lie group). Let G be a Lie group. Define g = TeG as
a vector space. Define on g a Lie bracket [·, ·] by carrying over the Lie bracket of XL(G)
with the isomorphism g = TeG ∼= XL(G), or in other words, such that the following
diagram commutes:

g × g XL(G) × XL(G)

g XL(G)
[·,·]

ψG×ψG

[·,·]

ϕG

.

Then g is a Lie algebra, called the Lie algebra of G.

Example 0.9 (Lie algebra of GL(n,R)). The Lie algebra of the Lie group GL(n,R) is
gl(Rn).

4



0.2.3 Exponential map

Definition 0.10 (exponential map). Let G be a Lie group. The exponential map of
G is a map exp: g −→ G given by

exp(V ) = ϕ1
XV (e),

where XV is the left invariant vector field which is equal to V at the identity and ϕ1
XV

is the time 1 flow of this vector field.

Proposition 0.11 (properties of exponential map). Let G be a Lie group. Then, the
exponential map of G has the following properties:

(a) ∀t, s ∈ R : ∀V ∈ g : exp((t+ s)V ) = exp(tV ) exp(sV );

(b) ∀t ∈ R : ∀V ∈ g : exp(−tV ) = (exp(tV ))−1;

(c) exp is smooth and D exp(0) = idg.

0.3 Lie group actions
0.3.1 Definition and examples

Definition 0.12 (Lie group action). Let G be a Lie group and M be a manifold. A left
action of G on M is a smooth map G×M −→ M , (g, p) 7−→ gp, such that

• ep = p, for all p ∈ M ;

• g(hp) = (gh)p, for all g, h ∈ G and p ∈ M .

By the properties of the action, since g(hp) = (gh)p there is no ambiguity in the
expression ghp, so we typically omit the parenthesis.

Remark 0.13 (right actions). Analogously, it’s possible to define a right action M ×
G −→ M , which we denote with multiplication on the right, i.e. (p, g) 7−→ pg and which
satisfies p(gh) = (pg)h.

Definition 0.14 (orbit and isotropy). Let G be a Lie group, M be a manifold and
G×M −→ M be a left action of G on M . Define

• for each x ∈ M , the orbit of x:

Ox = {y ∈ M | ∃g ∈ G : gx = y};

• for each x ∈ M , the isotropy subgroup of x:

Gx = {g ∈ G | gx = x}.

Example 0.15 (Lie group actions).

(a) If G is a Lie group, then there is an action by left translation

L : G×G −→ G

(g, h) 7−→ Lg(h) = gh.
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(b) If G is a Lie group, then there is an action by conjugation

C : G×G −→ G

(g, h) 7−→ Cg(h) = ghg−1.

This action satisfies

(b.1) Cgh = CgCh (just restating the fact that it is an action);
(b.2) Cg(ab) = Cg(a)Cg(b) (Cg : G −→ G is not just a diffeomorphism but a Lie

group homeomorphism);
(b.3) (Cg)−1 = Cg−1 (Cg is a Lie group isomorphism).

0.3.2 Quotient of a manifold by a group action

Definition 0.16 (M/G as a set). Let G × M −→ M be a Lie group action. Define an
equivalence relation ∼ by

p ∼ q ⇐⇒ ∃g ∈ G : q = gp.

Then, the equivalence class of p, [p] is equal to the orbit of p, Gp. Define the quotient
of M by the Lie group (as a set) by

M/G = M/ ∼
= {[x] | x ∈ M}
= {Ox | x ∈ M}.

Definition 0.17 (free Lie group action). A Lie group action G × M −→ M is free if
for all x ∈ M we have that Gx = {e}.

Definition 0.18 (proper Lie group action). A Lie group action G×M −→ M is proper
if the map

G×M −→ M ×M

(g, p) 7−→ (gp, p)

is proper, i.e. the preimage of a compact set is compact.

Theorem 0.19 (M/G is a manifold). Let G × M −→ M be a Lie group action. If the
action is free and proper, then M/G has the structure of a smooth manifold such that
the quotient map π : M −→ M/G is smooth and a submersion.

0.3.3 Coverings

The following facts are stated in [GN14].

Definition 0.20 (covering). Let π : M −→ B be a smooth map. π is a covering map
if M is connected and for every p ∈ B, there exists U a neighbourhood of p in B and
a family of open sets Uα (for α in an index set I) such that π−1(U) = ⋃

α∈I Uα and for
every α we have that π|Uα : Uα −→ U is a diffeomorphism.
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Definition 0.21 (deck transformations). Let π : M −→ B be a covering. A deck
transformation of π is a diffeomorphism h : M −→ M such that π ◦ h = π. The group
of deck transformations is the Lie group

G = {h : M −→ M | h is a diffeomorphism, π ◦ h = π}

which is equipped with the discrete topology (this uniquely determines the manifold
structure of the Lie group).

Definition 0.22 (universal covering). A covering π : M −→ B is a universal covering
if M is simply connected.

Theorem 0.23 (deck transformations of a universal covering). Let π : M −→ B be a
universal covering with group of deck of transformations G. Then,

(a) G acts on M via h · x = h(x), and this action is free and proper.

(b) There exists a unique map such that the following diagram commutes:

M B

M/G

πG
∃!ϕ

,

and this map ϕ is a diffeomorphism.

(c) G is isomorphic as a group to π1(B).

Theorem 0.24 (Lie). Let g be a Lie algebra. Then, there exists a unique Lie group G̃
which is simply connected and such that the Lie algebra of G̃ is g.

Theorem 0.25 (universal covering of a Lie group). Let G be a Lie group with Lie algebra
g, and let G̃ be the unique simply connected Lie group with Lie algebra g (coming from
theorem 0.24). Then, there exists a unique π : G̃ −→ G which is a covering map and a
group homomorphism. In addition, π satisfies G ∼= G̃/ kerπ and kerπ is isomorphic to
the group of deck transformations of the covering π : G̃ −→ G.
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1 Exercise sheet No. 1 - 12-11-2020
Exercise 1.1 (connected and path connected). Prove that if M is a connected topolog-
ical manifold then M is path-connected.

Solution. Let n be the dimension of M . It suffices to assume that p ∈ M , S = {q ∈
M | there exists a path γ from p to q}, and to prove that S = M . For this, since M
is connected it suffices to show that S is nonempty, open and closed. S is nonempty,
because p ∈ S (the constant path at p is a path from p to p).

We show that S is open. For this, it suffices to assume that q ∈ S and to prove that
there exists U ⊂ M open such that q ∈ U ⊂ S. We claim that there exist U ⊂ M an
open neighbourhood of q, O ⊂ Rn open, and a homeomorphism σ : U −→ O such that
U and O are path connected. This is because since M is a topological manifold, it is
locally Euclidean, and therefore such U,O, σ exist with O possibly not path connected.
By restricting U and O, we can assume that O is a ball. So, both U and O are path
connected. We claim that U ⊂ S. To show this, it suffices to assume that x ∈ U and
to prove that x ∈ S. Since q ∈ S, there exists a path γ1 from p to q. Since U is path
connected and x, q ∈ U , there exists a part γ2 from q to x. So, the concatenation of γ1
and γ2 is a path from p to x. So x ∈ S. This concludes the proof that S is open.

We show that S is closed. Let R = M \ S. It suffices to show that R is open. For
this, it suffices to assume that q ∈ R and to prove that there exists U ⊂ M open such
that q ∈ U ⊂ R. Proceeding as above, we can conclude that there exist U ⊂ M an open
neighbourhood of q, O ⊂ Rn open, and a homeomorphism σ : U −→ O such that U and
O are path connected. We claim that U ⊂ R. To show this, it suffices to assume that
x ∈ U and to prove that x ∈ R. Assume by contradiction that x /∈ R, in other words
x ∈ S. Then, there exists a path γ1 from p to x. Since U is path connected and x, q ∈ U ,
there exists a part γ2 from x to q. So, the concatenation of γ1 and γ2 is a path from p
to q. So q ∈ S, but by assumption q ∈ R = M \ S. Contradiction. This concludes the
proof that S is closed, and the proof that M is path-connected.

Exercise 1.2 (immersions and embeddings). Show that

(a) if X is a compact topological space, Y is a Hausdorff topological space, and
f : X −→ Y is continuous and bijective, then f is a homeomorphism;

(b) if M is a compact smooth manifold, N is a smooth manifold, and f : M −→ N is
an injective immersion, then f is an embedding.

Solution. (a): It suffices to show that f−1 is continuous. For this, it suffices to assume
that U ⊂ X is open and to prove that f(U) ⊂ Y is open.

U ⊂ X is open
=⇒ [by definition of closed set]

X \ U ⊂ X is closed
=⇒ [a closed subset of a compact set is compact]

X \ U ⊂ X is compact
=⇒ [image of compact set under continuous map is compact]

f(X \ U) = Y \ f(U) ⊂ Y is compact
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=⇒ [a compact subset of a Hausdorff space is closed]
Y \ f(U) ⊂ Y is closed

=⇒ [by definition of closed set]
f(U) is open.

(b): By definition of embedding, it suffices to show that f : M −→ N is a homeo-
morphism in its image, in other words that f : M −→ f(M) is a homeomorphism. This
follows immediately from (a).

Exercise 1.3 (matrix Lie groups). Prove the following.

(a) Show that the general linear group

GL(n,R) =
{
A ∈ Rn×n | det(A) ̸= 0

}
is a sumbanifold of Rn×n. What is the dimension?

(b) Show that the special linear group

SL(n,R) =
{
A ∈ Rn×n | det(A) = 1

}
is a sumbanifold of Rn×n. What is the dimension?

(c) Show that the orthogonal group

O(n) =
{
A ∈ Rn×n | A⊤A = 1n×n

}
is a sumbanifold of Rn×n. What is the dimension?

(d) Show that the symplectic group

Sp(2n,R) =
{
A ∈ R2n×2n | A⊤J0A = J0

}
,

where
J0 =

(
0 −1n×n

1n×n 0

)
is a sumbanifold of R2n×2n. What is the dimension?

Solution. (a): det : Rn×n −→ R is continuous and R \ {0} is open. So, GL(n,R) =
det−1(R \ {0}). An open subset of a manifold is a manifold of the same dimension.

(b): Consider the determinant map det : Rn×n −→ R. Then, det is a smooth map
(because the formula that defines the determinant of a matrix shows that it depends
smoothly on the entries of the matrix.) and SL(n,R) = det−1(1). We claim that 1 is a
regular value of det. To show this, it suffices to assume that A ∈ Rn×n, that det(A) = 1
and to prove that D det(A) ̸= 0. For any V ∈ Rn×n, by Jacobi’s formula (a formula for
the derivative of the determinant)

D det(A)V = det(A) tr(A−1V ) [by Jacobi’s formula]
= tr(A−1V ) [detA = 1].
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So, for V = A, D det(A)A = tr(A−1A) = n ̸= 0. So D det(A) ̸= 0. We conclude that 1
is a regular value of det. By the theorem about preimages of regular values, SL(n,R) is
a submanifold of Rn×n of dimension n× n− 1.

(c): Define Symm(n) ⊂ Rn×n to be the subset of those matrices which are symmetric.
Define f : Rn×n −→ Symm(n) by f(A) = ATA. Then, f is well defined (because if A
is any matrix, ATA is symmetric), smooth and O(n,R) = f−1(1n×n). We claim that
1n×n is a regular value of f . To show this, it suffices to assume that A ∈ Rn×n, that
f(A) = 1n×n, and to prove that Df(A) : Rn×n −→ Symm(n) is surjective. For this, it
suffices to assume that S ∈ Symm(n) and to prove that there exists V ∈ Rn×n such that
Df(A)V = S. We start by computing Df(A):

Df(A)V = d
dt

∣∣∣∣
t=0
f(A+ tV )

= d
dt

∣∣∣∣
t=0

(AT + tV T )(A+ tV )

= d
dt

∣∣∣∣
t=0

(ATA+ tATV + tV TA+ t2V TV )

= ATV + V TA.

Define V = 1
2AS. We show that V is as desired:

Df(A)V = 1
2(ATAS + (AS)TA) [definition of V ]

= 1
2(ATAS + STATA) [transpose of product of matrices]

= 1
2(S + S) [S is symmetric and A is orthogonal]

= S.

We conclude that 1n×n is a regular value of f . By the theorem about preimages of
regular values, O(n,R) is a submanifold of Rn×n of dimension n2 − dim Symm(n) =
n2 − n(n+ 1)/2 = n(n− 1)/2.

(d): Define Asymm(2n) ⊂ R2n×2n to be the subset of those matrices which are anti-
symmetric. Define f : R2n×2n −→ Asymm(2n) by f(A) = ATJ0A. Then, f is well defined
(because if A is any matrix, ATJ0A is anti-symmetric), smooth and Sp(2n,R) = f−1(J0).
We claim that J0 is a regular value of f . To show this, it suffices to assume that
A ∈ R2n×2n, that f(A) = J0, and to prove that Df(A) : R2n×2n −→ Asymm(2n) is
surjective. For this, it suffices to assume that S ∈ Asymm(2n) and to prove that there
exists V ∈ R2n×2n such that Df(A)V = S. We start by computing Df(A):

Df(A)V = d
dt

∣∣∣∣
t=0
f(A+ tV )

= d
dt

∣∣∣∣
t=0

(AT + tV T )J0(A+ tV )

= d
dt

∣∣∣∣
t=0

(ATJ0A+ tATJ0V + tV TJ0A+ t2V TJ0V )

= ATJ0V + V TJ0A.

Define V = −1
2AJ0S. We show that V is as desired:

Df(A)V

10



= −1
2(ATJ0(AJ0S) + (AJ0S)TJ0A) [definition of V ]

= −1
2(ATJ0AJ0S + STJT0 A

TJ0A)

= −1
2(J0J0S + SJ0J0) [f(A) = J0, S ∈ Asymm(2n)]

= S [J2
0 = 0].

Therefore J0 is a regular value of f . By the theorem about preimages of regular values,
Sp(2n) is a submanifold of R2n×2n of dimension (2n)2 − dim Asymm(2n) = (2n)2 −
2n(2n− 1)/2 = 2n2 + n.

Exercise 1.4 (Lie bracket in coordinates). Let M be a smooth manifold and X, Y ∈
X(M) be vector fields in M . Let (x1, . . . , xn) be a coordinate chart on M . Show that
with respect to these coordinates, [X, Y ] ∈ X(M) is given by

[X, Y ] =
n∑
i=1

(
n∑
j=1

(
aj(x) ∂b

i

∂xj
(x) − bj(x) ∂a

i

∂xj
(x)
))

∂

∂xi
.

Solution. For any f a real valued function on M ,

[X, Y ]f =
[
n∑
i=1

ai(x) ∂

∂xi
,
n∑
j=1

bj(x) ∂

∂xj

]
f

=
n∑
i=1

n∑
j=1

[
ai(x) ∂

∂xi
, bj(x) ∂

∂xj

]
f

=
n∑
i=1

n∑
j=1

(
ai(x) ∂

∂xi

(
bj(x) ∂f

∂xj

)
− bj(x) ∂

∂xj

(
ai(x) ∂f

∂xi

))

=
n∑
i=1

n∑
j=1

(
ai(x)∂b

j(x)
∂xi

∂f

∂xj
+ ai(x)bj(x) ∂2f

∂xi∂xj

− bj(x)∂a
i(x)
∂xj

∂f

∂xi
− ai(x)bj(x) ∂2f

∂xi∂xj

)
=

n∑
i=1

n∑
j=1

(
ai(x)∂b

j(x)
∂xi

∂f

∂xj
− bj(x)∂a

i(x)
∂xj

∂f

∂xi

)

=
n∑
i=1

(
n∑
j=1

(
aj(x) ∂b

i

∂xj
(x) − bj(x) ∂a

i

∂xj
(x)
))

∂

∂xi
f.

Exercise 1.5 (coordinate change of vector). Let M be a smooth manifold, p ∈ M and
v ∈ TpM . Let ϕ = (x1, . . . , xn), ψ = (y1, . . . , yn) be coordinate charts around p on M ,
with respect to which v is written as

v =
n∑
i=1

ai
∂

∂xi

∣∣∣∣
p
, v =

n∑
i=1

bi
∂

∂yi

∣∣∣∣
p
.

Show that

aj =
n∑
i=1

bi
∂xj

∂yi
.
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Solution. For j = 1, . . . , n, define curves γjx and γjy by

ϕ ◦ γjx(t) = (x1(p), . . . , xj−1(p), xj(p) + t, xj+1(p), . . . , xn(p)),
ϕ ◦ γjy(t) = (y1(p), . . . , yj−1(p), yj(p) + t, yj+1(p), . . . , yn(p)).

Then, by definition of the vectors ∂
∂xj
, ∂
∂yj

∈ TpM , ∂
∂xj

∣∣∣
p

= γ̇jx(0) and ∂
∂yj

∣∣∣
p

= γ̇jy(0). We
show that ∂

∂yi

∣∣∣
p

= ∑n
j=1

∂xj

∂yi
∂
∂xj

∣∣∣
p
. For any function f ,

n∑
j=1

∂xj

∂yi
∂

∂xj
(f)

=
n∑
j=1

∂xj

∂yi
d
dt

∣∣∣∣
t=0

(f ◦ γjx)(t) [definition of ∂
∂xj

]

=
n∑
j=1

∂xj

∂yi
d
dt

∣∣∣∣
t=0

(f ◦ ϕ−1 ◦ ϕ ◦ γjx)(t)

=
n∑
j=1

∂xj

∂yi
∂

∂xj
(f ◦ ϕ−1) [definition of partial derivative]

= ∂

∂yi
(f ◦ ψ−1) [chain rule for maps between Eucl. spaces]

= d
dt

∣∣∣∣
t=0
f ◦ ψ−1 ◦ ψ ◦ γiy [definition of partial derivative]

= d
dt

∣∣∣∣
t=0
f ◦ γiy

= ∂

∂yi
(f) [definition of ∂

∂yi
].

We now complete the proof:
n∑
j=1

aj
∂

∂xj

∣∣∣∣
p

= v [by hypothesis]

=
n∑
i=1

bi
∂

∂yi

∣∣∣∣
p

[by hypothesis]

=
n∑
i=1

bi
n∑
j=1

∂xj

∂yi
∂

∂xj

∣∣∣
p

[by the previous computation]

=
n∑
j=1

(
n∑
i=1

bi
∂xj

∂yi

)
∂

∂xj

∣∣∣∣
p
.

We conclude that aj = ∑n
i=1 b

i ∂xj

∂yi
because both sides of this equality are the components

of v in the basis
{

∂
∂x1

∣∣∣
p
, . . . , ∂

∂xn

∣∣∣
p

}
.

Exercise 1.6 (related vector fields). Let M , N be smooth manifolds and ϕ : M −→ N
be a smooth map.

(a) Let X ∈ X(M) and Y ∈ X(N) be vector fields. Show that the following are
equivalent:

12



(a.1) X is ϕ-related to Y , i.e. for all p ∈ M we have that Dϕ(p)Xp = Yϕ(p);
(a.2) The following diagram commutes:

C∞(N,R) C∞(M,R)

C∞(N,R) C∞(M,R)

Y

ϕ∗

X

ϕ∗

,

where ϕ∗f = f ◦ϕ, X : C∞(M,R) −→ C∞(M,R) is the map f 7−→ X(f) and
analogously for Y .

(b) For i = 0, 1 let Xi ∈ X(M) and Yi ∈ X(N) be vector fields. Show that if Xi is
ϕ-related to Yi for i = 0, 1, then [X0, X1] is ϕ-related to [Y0, Y1].

Solution. (a):

X ◦ ϕ∗ = ϕ∗ ◦ Y
⇐⇒ ∀f ∈ C∞(N,R) : X ◦ ϕ∗(f) = ϕ∗ ◦ Y (f)
⇐⇒ [definition of the maps ϕ, X and Y ]

∀f ∈ C∞(N,R) : X(f ◦ ϕ) = Y (f) ◦ ϕ
⇐⇒ [two functions are equal if and only if they are equal at all points]

∀f ∈ C∞(N,R) : ∀p ∈ M : Xp(f ◦ ϕ) = Yϕ(p)(f)
⇐⇒ [for any function g and vector field Z, we have Zp(g) = Dg(p)Zp]

∀f ∈ C∞(N,R) : ∀p ∈ M : D(f ◦ ϕ)(p)Xp = Df(ϕ(p))Yϕ(p)

⇐⇒ [Chain rule]
∀f ∈ C∞(N,R) : ∀p ∈ M : Df(ϕ(p))Dϕ(p)Xp = Df(ϕ(p))Yϕ(p)

⇐⇒ [(⇐=): trivial. (=⇒): because f is arbitrary]
∀p ∈ M : Dϕ(p)Xp = Yϕ(p).

(b): By (a), it suffices to show that [X0, X1] ◦ ϕ∗ = ϕ∗ ◦ [Y0, Y1].

[X0, X1] ◦ ϕ = X0 ◦X1 ◦ ϕ∗ −X1 ◦X0 ◦ ϕ∗ [definition of Lie bracket]
= X0 ◦ ϕ∗ ◦ Y1 −X1 ◦ ϕ∗ ◦ Y0 [Xi is ϕ-related to Yi]
= ϕ∗ ◦ Y0 ◦ Y1 − ϕ∗ ◦ Y1 ◦ Y0 [Xi is ϕ-related to Yi]
= ϕ∗ ◦ [Y0, Y1] [definition of Lie bracket].
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2 Exercise sheet No. 2 - 19-11-2020
Exercise 2.1 (wedge product and linear independence). Let V be a finite dimensional
vector space and T1, . . . , Tk ∈ V ∗. Show that T1, . . . , Tk are linearly independent if and
only if T1 ∧ · · · ∧ Tk ̸= 0.

Solution. (=⇒): Since T1, . . . , Tk are linearly independent, we can extend them to a basis
T1, . . . , Tn of V ∗. Let v1, . . . , vn be the dual basis of V . Then,

T1 ∧ · · · ∧ Tn(v1, . . . , vn) = det([Ti(vj)]ij)
= det([δij]ij) [by definition of dual basis]
= 1
̸= 0.

Therefore, T1 ∧ · · · ∧ Tn ̸= 0 and T1 ∧ · · · ∧ Tk ̸= 0.
(⇐=): Assume by contradiction that T1, . . . , Tk are linearly dependent. Then, there

exist a1, . . . , ak ∈ R such that ∑k
i=1 aiTi = 0 and a j ∈ {1, . . . , k} such that aj ̸= 0.

Then, T1 ∧ · · · ∧ Tk = 0:

T1 ∧ · · · ∧ Tk = T1 ∧ · · · ∧ Tj−1 ∧ Tj ∧ Tj+1 ∧ · · · ∧ Tk

= T1 ∧ · · · ∧ Tj−1 ∧
(

1
aj

k∑
i=1,i ̸=j

aiTi

)
∧ Tj+1 ∧ · · · ∧ Tk

=
k∑

i=1,i ̸=j

ai

aj
T1 ∧ · · · ∧ Tj−1 ∧ Ti ∧ Tj+1 ∧ · · · ∧ Tk

= 0.

Since by assumption T1 ∧ · · · ∧ Tk ̸= 0, we obtain a contradiction.

Exercise 2.2 (coordinate change of a tensor). Let T be a (2, 1)-tensor field on a smooth
manifold M . Let (U, xi) and (V, yj) be two charts on M such that U∩V ̸= ∅. Here xi and
yj represent the coordinates on U and V , respectively. Denote by yT cab the components of
T with respect to (V, yj) and xT kij the components of T with respect to the chart (U, xi).
Show that on the overlap U ∩ V we have

yT cab = ∂yc

∂xk
∂xi

∂ya
∂xj

∂yb
xT kij.

Solution. It suffices to show that at a point p ∈ U ∩ V ,

yT cab|p = ∂yc

∂xk

∣∣∣∣
p

∂xi

∂ya

∣∣∣∣
p

∂xj

∂yb

∣∣∣∣
p

xT kij|p.

Notice that{
∂

∂yc

∣∣∣∣
p

⊗ dya|p ⊗ dyb|p
}
a,b,c

,
{
∂

∂xk

∣∣∣∣
p

⊗ dxi|p ⊗ dxj|p
}
i,j,k

are bases for the vector space of (2, 1)-tensors on TpM . With respect to these bases,

T |p = xT kij|p
∂

∂xk

∣∣∣∣
p

⊗ dxi|p ⊗ dxj|p,
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T |p = yT cab|p
∂

∂yc

∣∣∣∣
p

⊗ dya|p ⊗ dyb|p,

by definition of component functions of a tensor. As a consequence of the definition of
∂
∂xi
, dxi, ∂

∂ya
, dya, it’s possible to show that

∂

∂xk
= ∂yc

∂xk
∂

∂yc
,

dxi = ∂xi

∂ya
dya,

dxj = ∂xj

∂yb
dyb.

Then,

yT cab|p
∂

∂yc

∣∣∣∣
p

⊗ dya|p ⊗ dyb|p

= T |p

= xT kij|p
∂

∂xk

∣∣∣∣
p

⊗ dxi|p ⊗ dxj|p

= xT kij|p
∂yc

∂xk

∣∣∣∣
p

∂xi

∂ya

∣∣∣∣
p

∂xj

∂yb

∣∣∣∣
p

∂

∂yc

∣∣∣∣
p

⊗ dya|p ⊗ dyb|p.

In the computation, both the last term and the first are elements of the vector space of
(2, 1)-tensors on TpM , written in the basis

{
∂
∂yc

∣∣∣
p

⊗ dya|p ⊗ dyb|p
}
a,b,c

. Since the vectors
are equal, we conclude that their components in this basis are equal as well:

yT cab|p = ∂yc

∂xk

∣∣∣∣
p

∂xi

∂ya

∣∣∣∣
p

∂xj

∂yb

∣∣∣∣
p

xT kij|p.

Exercise 2.3 (Homotopy invariace of integral, taken from [GN14]). Let M , N be smooth
manifolds (without boundary) with dimM = n, ω ∈ Ωn(N) be a closed form on N ,
f0, f1 : M −→ N be smooth maps, and H : [0, 1] × M −→ N be a smooth homotopy
from f0 to f1 (i.e., H(0, p) = f0(p) and H(1, p) = f1(p)). Show that

∫
M f ∗

1ω =
∫
M f ∗

0ω.

Solution. Define maps ι0, ι1 : M −→ [0, 1] ×M given by ιi(p) = (i, p) for i = 0, 1. Define
diffeomorphisms ϕi : M −→ {i} × M given by ϕ(p) = (i, p), for i = 0, 1. Define also
ι : {0, 1} ×M −→ [0, 1] ×M the inclusion. Notice that ∂([0, 1] ×M) = {0, 1} ×M and
that the following diagram commutes:

M {i} ×M [0, 1] ×M

N
fi

ϕi ιi

H
.

∫
M
f ∗

1ω −
∫
M
f ∗

0ω

=
∫
M

(H ◦ ι1 ◦ ϕ1)∗ω −
∫
M

(H ◦ ι0 ◦ ϕ0)∗ω [the diagram above commutes]
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=
∫
M
ϕ∗

1ι
∗
1H

∗ω −
∫
M
ϕ∗

0ι
∗
0H

∗ω [property of pullbacks]

=
∫

{1}×M
ι∗1H

∗ω −
∫

{0}×M
ι∗0H

∗ω [diffeo. invariance of integral]

=
∫

{0,1}×M
ι∗H∗ω [additivity of integral]

=
∫
∂([0,1]×M)

ι∗H∗ω [∂([0, 1] ×M) = {0, 1} ×M ]

=
∫

[0,1]×M
d(ι∗H∗ω) [Stokes’ theorem]

=
∫

[0,1]×M
ι∗H∗dω [d and pullbacks commute]

= 0 [ω is a volume form, hence closed].

Exercise 2.4 (Taken from [GN14]). Let M be a compact orientable manifold without
boundary of dimension n, and let ω ∈ Ωn−1(M) be a form in M .

(a) Show that dω is not a volume form.

(b) Show that there does not exist an immersion f : S1 −→ R.

Solution. (a): Assume by contradiction that dω is a volume form.

0 < vol(M)
=
∫
M

dω [definition of volume]

=
∫
∂M

ω [Stokes’ theorem]

=
∫
∅
ω [∂M = ∅]

= 0.

Contradiction.
(b): Assume by contradiction that there exists an immersion f : S1 −→ R. Consider

the 1-form df ∈ Ω1(S1). Since f is an immersion, df is a volume form on S1. This
contradicts (a).

Exercise 2.5 (divergence, taken from [GN14]). Let M be a compact manifold with
boundary ∂M and let ω ∈ Ωn(M) be a volume form on M . The divergence of a vector
field X ∈ X(M) is the unique function div(X) ∈ C∞(M,R) which satisfies LXω =
(div(X))ω. Show that

∫
M div(X)ω =

∫
∂M ιXω.

Solution.∫
M

div(X)ω =
∫
M
LXω [definition of divergence]

=
∫
M

dιXω +
∫
M
ιXdω [Cartan’s magic formula]

=
∫
M

dιXω [ω is of top degree =⇒ dω = 0]

=
∫
∂M

ιXω [Stokes’ theorem].
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3 Exercise sheet No. 3 - 26-11-2020
Exercise 3.1. Let V be an n-dimensional vector space. A linear map π : V → V is called
projection if π ◦ π = π. If ⟨·, ·⟩ is an inner-product on V then π is called orthogonal
projection if π is a projection and ⟨π(v), w⟩ = ⟨v, π(w)⟩, for all v, w ∈ V . Using any
isomorphism φ : V → Rn we see that V has the structure of a smooth manifold with
one chart (V, φ). With the inner product we may define a Riemannian metric as follows:
for p ∈ V and v, w ∈ TpV ∼= V we set g(p)(v, w) := ⟨v, w⟩. Also π(V ) ⊂ V has the
structure of a Riemannian manifold with the Riemannian metric induced from V . Show
that π : V → π(V ) is a Riemannian submersion.

Solution. First we show that π is a submersion. For p ∈ V we have

dπ(p) : TpV ∼= V → Tπ(p)(π(V )) ∼= π(V ),
v 7→ π(v).

This map is obviously surjective. Moreover, ker(dπ(p)) = ker(π) and ker(dπ(p))⊥ =
ker(π)⊥. Now we show that

dπ(p) : ker(π)⊥ → π(V )

is an isometry i.e. g(π(p))(dπ(p)v, dπ(p)w) = g(p)(v, w) for all v, w ∈ ker(dπ(p))⊥. More
precisely, we show that ⟨π(v), π(w)⟩ = ⟨v, w⟩, for all v, w ∈ ker(π)⊥. The proof is the
following computation:

⟨π(v), π(w)⟩ = ⟨ππ(v), w⟩ [π is an orthogonal projection]
= ⟨π(v), w⟩ [π is a projection]
= ⟨v, w⟩ [v − π(v) ∈ kerπ and v ∈ kerπ⊥].

Exercise 3.2 (Hopf fibration). Let S3 = {(z1, z2) ∈ C2 | |z1|2 + |z2|2 = 1} and S2 =
{(z, x) ∈ C × R | |z|2 + x2 = 1} then the Hopf fibration is given by πH : S3 → S2,
πH(z1, z2) = (2z1z2, |z1|2 − |z2|2). Since C2 ∼= R4 and C × R ∼= R3 show that πH :
(S3, g3) → (S2, (1/4)g2) is a Riemannian submersion.

Solution. Consider the following parametrization for S3. In polar coordinates we have
z1 = r1e

iφ1 and z2 = r2e
iφ2 where r1, r2 ≥ 0 and φ1, φ2 ∈ [0, 2π). Then

S3 =
{
(r1e

iφ1 , r2e
iφ2) | r1, r2 ≥ 0, r2

1 + r2
2 = 1, φ1, φ2 ∈ [0, 2π)

}
=
{

(cos(ψ)eiφ1 , sin(ψ)eiφ2) | ψ ∈
[
0, π2

]
, φ1, φ2 ∈ [0, 2π)

}
=
{

(ψ, φ1, φ2) | ψ ∈
[
0, π2

]
, φ1, φ2 ∈ [0, 2π)

}
.

Consider the following parametrization for S2. In polar coordinates we have z = reiη,
where r ≥ 0 and η ∈ [0, 2π). Then

S2 =
{
(reiη, x) | x ∈ R, r ≥ 0, x2 + r2 = 1, η ∈ [0, 2π)

}
=
{
(sin(ξ)eiη, cos(ξ)) | ξ ∈ [0, π], η ∈ [0, 2π)

}
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= {(ξ, η) | ξ ∈ [0, π], η ∈ [0, 2π)} .

Then πH(cos(ψ)eiφ1 , sin(ψ)eiφ2) = (sin(2ψ)ei(φ1−φ2), cos(2ψ)) and hence in the new coor-
dinates πH(ψ, φ1, φ2) = (2ψ, φ1 − φ2 mod 2π). Then the derivative is

dπH(ψ, φ1, φ2) =
(

2 0 0
0 1 −1

)
: R3 → R2.

This is obviously a surjection. Its kernel is ker(dπH(ψ, φ1, φ2)) = span {e2 + e3} =
span

{
∂
∂φ1

+ ∂
∂φ2

}
. Now we compute the metrics g3 and g2 in the coordinates (ψ, φ1, φ2)

and (ξ, η), respectively. Since S3 ⊂ R4 and (x1, ..., x4) are the standard coordinates on
R4 we have

x1 = cos(ψ) cos(φ1),
x2 = cos(ψ) sin(φ1),
x3 = sin(ψ) cos(φ2),
x4 = sin(ψ) sin(φ2).

Which implies

dx1 = − sin(ψ) cos(φ1)dψ − cos(ψ) sin(φ1)dφ1,

dx2 = − sin(ψ) sin(φ1)dψ + cos(ψ) cos(φ1)dφ1,

dx3 = cos(ψ) cos(φ2)dψ − sin(ψ) sin(φ2)dφ2,

dx4 = cos(ψ) sin(φ2)dψ + sin(ψ) cos(φ2)dφ2.

Hence by computation we see

g3 = dx1 ⊗ dx1 + dx2 ⊗ dx2 + dx3 ⊗ dx3 + dx4 ⊗ dx4

= dψ ⊗ dψ + cos2(ψ)dφ1 ⊗ dφ1 + sin2(ψ)dφ2 ⊗ dφ2.

Since S2 ⊂ R3 and (y1, y2, y3) are the standard coordinates on R3 we have

y1 = sin(ξ) cos(η),
y2 = sin(ξ) sin(η),
y3 = cos(η).

Hence

dy1 = cos(ξ) cos(η)dξ − sin(ξ) sin(η)dη,
dy2 = cos(ξ) sin(η)dξ + sin(ξ) cos(η)dη,
dy3 = − sin(ξ)dξ.

Hence, computation yields

g2 = dy1 ⊗ dy1 + dy2 ⊗ dy2 + dy3 ⊗ dy3

= dξ ⊗ dξ + sin2(ξ)dη ⊗ dη.

18



Now we compute ker(dπH(ψ, φ1, φ2))⊥. Let v = a ∂
∂ψ

+ b ∂
∂φ1

+ c ∂
∂φ2

then the condition
g3
(
v, ∂

∂φ1
+ ∂

∂φ2

)
= 0 gives the equation

cos2(ψ)b+ sin2(ψ)c = 0.

Assume now that ψ ̸= π
2 . Then b = − tan2(ψ)c and hence

ker(dπH(ψ, φ1, φ2))⊥ = span
{
∂

∂ψ
,− tan2(ψ) ∂

∂φ1
+ ∂

∂φ2

}

= span


 1

0
0

 ,
 0

− tan2(ψ)
1


 .

Let now v, w ∈ ker(dπH(ψ, φ1, φ2))⊥, i.e.

v = v1
∂

∂ψ
+ v2

(
− tan2(ψ) ∂

∂φ1
+ ∂

∂φ2

)
,

w = w1
∂

∂ψ
+ w2

(
− tan2(ψ) ∂

∂φ1
+ ∂

∂φ2

)
.

Then
g3(v, w) = v1w1 + v2w2 tan2(ψ).

On the other hand we have

1
4g2(dπH(ψ, φ1, φ2)v, dπH(ψ, φ1, φ2)w)

= 1
4g2

(
2v1

∂

∂ξ
− v2

(
tan2(ψ) + 1

) ∂

∂η
, 2w1

∂

∂ξ
− w2

(
tan2(ψ) + 1

) ∂

∂η

)

= 1
4

(
4v1w1 + sin2(2ψ)v2w2

(
tan2(ψ) + 1

)2
)

= g3(v, w).

Exercise 3.3 (metric on quotient by Lie group). Let G be a Lie group, (M, g) be a
Riemannian manifold and G × M −→ M be a free and proper action of G on M by
isometries. So, we can form the quotient manifold M/G, which comes with a projection
π : M −→ M/G which is a surjective submersion. Show that there exists a unique
Riemannian metric h on M/G such that π is a Riemannian submersion.

Solution. We prove uniqueness. For p ∈ M , note that TpM = ker Dπ(p) ⊕ ker Dπ(p)⊥

and consider the following commutative diagram:

ker Dπ(p) ⊕ ker Dπ(p)⊥ ker Dπ(p)⊥

ker Dπ(p) Tπ(p)M/G

Dπ(p)

ι⊥p

Dπ(p)◦ι⊥p∼=ιp

0

.
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π being a Riemannian submersion implies that Dπ(p) ◦ ι⊥p : ker Dπ(p)⊥ −→ Tπ(p)M/G is
an isometry, and this condition uniquely determines hπ(p).

We prove existence. For each p ∈ M , define an inner product hπ(p) on Tπ(p)M/G by
requiring that Dπ(p) ◦ ι⊥p : ker Dπ(p)⊥ −→ Tπ(p)M/G be an isometry. We need to check
that π(p) = π(q) implies h(p) = h(q). By definition of π, π(p) = π(q) is equivalent
to there existing an a ∈ G such that q = ap. We also denote by a the induced map
a : M −→ M by a ∈ G and the action. By definition of π, we have that π ◦ a = π and
Da(p) : TpM −→ TqM maps ker Dπ(p) to ker Dπ(q). Since a is an isometry, Da(p) maps
ker Dπ(p)⊥ to ker Dπ(q)⊥. We now write a commutative diagram like the one before,
but relating the tangent spaces at p and q:

ker Dπ(p) ⊕ ker Dπ(p)⊥ ker Dπ(p)⊥

ker Dπ(q) ⊕ ker Dπ(q)⊥ ker Dπ(q)⊥

ker Dπ(p) Tπ(p)M/G

ker Dπ(q) Tπ(q)M/G

Da(p)
Da(p)

Dπ(p)◦ι⊥p

Da(p)
0

id

0

Dπ(q)◦ι⊥q .

This diagram is commutative by the discussion above. To show that hπ(p) = hπ(q), it
suffices to show that id : (Tπ(p)M/G, hπ(p)) −→ (Tπ(q)M/G, hπ(q)) is an isometry:

id is an isometry
⇐⇒ id ◦Dπ(p) ◦ ι⊥p is an isometry [π(p) ◦ ι⊥p is an isometry]
⇐⇒ Dπ(q) ◦ ι⊥q ◦ Da(p) is an isometry [the diagram commutes]
⇐⇒ true [Da(p) and Dπ(q) ◦ ι⊥q are isometries].

Therefore, all the inner products hπ(p) for p ∈ M assemble into a Riemannian metric h
on M/G. By the discussion above, π is a Riemannian submersion.

Exercise 3.4 (isometries of Rn and Sn).

(a) Consider Isom(Rn, gRn) = {h : Rn −→ Rn | h is a smooth diffeomorphism, h∗gRn =
gRn}.

(a.1) For x, y ∈ Rn, define

A = {α : [0, 1] −→ Rn | α is of class C1, α(0) = x, α(1) = y}

L(α) =
∫ 1

0
|α̇(τ)|dτ.

Show that ∥x− y∥ = infα∈A L(α).
(a.2) Let h ∈ Isom(Rn, gRn). Show that h preserves length, i.e. ∥h(x) − h(y)∥ =

∥x− y∥ for all x, y ∈ Rn.
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(a.3) Show that h is of the form h(x) = Ax+b, for A ∈ O(n) and b ∈ Rn. Conclude
that Isom(Rn, gRn) = {x 7−→ Ax+ b | A ∈ O(n), b ∈ Rn}.

(b) Consider Isom(Sn, gSn) = {h : Sn −→ Sn | h is a smooth diffeomorphism, h∗gSn =
gSn}.

(b.1) For x, y ∈ Rn+1 \ {0}, define

A = {α : [0, 1] −→ Rn+1 \ {0} | α is of class C1, α(0) = x, α(1) = y}

L(α) =
∫ 1

0
|α̇(τ)|dτ.

Show that ∥x− y∥ = infα∈A L(α).
(b.2) Let h ∈ Isom(Sn, gSn). Define h : Rn+1 \ {0} −→ Rn+1 \ {0} via

h(x) := ∥x∥h
(
x

∥x∥

)
.

Show that h : Rn+1 \ {0} −→ Rn+1 \ {0} is an isometry.
(b.3) Show that h preserves length, i.e. ∥h(x) − h(y)∥ = ∥x − y∥ for all x, y ∈

Rn+1 \ {0}.
(b.4) Show that h : Rn+1 \ {0} −→ Rn \ {0} can be extended to a continuous map

h : Rn+1 −→ Rn+1 such that ∥h(x) − h(y)∥ = ∥x− y∥ for all x, y ∈ Rn+1.
(b.5) Show that h is of the form h(x) = Ax, for A ∈ O(n). Conclude that

Isom(Sn, gSn) = {x 7−→ Ax | A ∈ O(n)}.

Solution. (a.1): We show that ∥x− y∥ ≥ infα∈A L(α). For this, define γ(t) = x+t(y−x).
Then, γ ∈ A and ∥x− y∥ = L(γ) ≥ infα∈A L(α). We show that ∥x− y∥ ≤ infα∈A L(α).
For this, it suffices to assume that γ ∈ A and to prove that L(γ) ≥ ∥x− y∥. The proof
is the following computation:

L(γ) =
∫ 1

0
∥γ̇(τ)∥dτ [by definition of length]

≥
∥∥∥∥ ∫ 1

0
γ̇(τ)dτ

∥∥∥∥
= ∥x− y∥ [fundamental theorem of calculus].

(a.2): Pick x, y ∈ Rn and let α : [0, 1] → Rn be a curve such that α(0) = x and
α(1) = y. Then

L(α) =
∫ 1

0
∥α̇(τ)∥ dτ =

∫ 1

0
∥dh(α(τ))α̇(τ)∥ dτ =

∫ 1

0

∥∥∥∥∥ ddτ (h ◦ α)(τ)
∥∥∥∥∥ dτ = L(h ◦ α).

Set B = {β : [0, 1] −→ Rn | β is of class C1, β(0) = h(x), β(1) = h(y)} to be the set of
curves joining h(x) and h(y). We claim that the map

Γ : A → B, α 7→ h ◦ α.

is bijective. To see this first we check injectivity. Assume that Γ(α1) = Γ(α2) i.e.
h(α1(t)) = h(α2(t)), for all t ∈ [0, 1]. Then h−1(h(α1(t))) = h−1(h(α2(t))) which implies
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α1(t) = α2(t), for all t ∈ [0, 1]. Now we check that Γ is surjective. Let β ∈ B. Then,
h−1 ◦ β ∈ A and Γ(h−1 ◦ β) = β. So we conclude that Γ is bijective. Hence

∥x− y∥ = inf
α∈A

L(α) = inf
α∈A

L(Γ(α)) = inf
β∈B

L(β) = ∥h(x) − h(y)∥ .

(a.3): Consider h := h− h(0). Then h is an isometry of Rn fixing 0. From step (a.2)
we have that

∥∥∥h(x)
∥∥∥ = ∥x∥ for all x ∈ Rn. We also have that

〈
h(x), h(y)

〉
= ⟨x, y⟩ for

all x, y ∈ Rn. Indeed,〈
h(x), h(y)

〉
= 1

2

(∥∥∥h(x)
∥∥∥2

+
∥∥∥h(y)

∥∥∥2
−
∥∥∥h(y) − h(x)

∥∥∥2
)

= 1
2
(
∥x∥2 + ∥y∥2 − ∥y − x∥2

)
= ⟨x, y⟩ .

Next we show that h is linear, i.e. h(x + y) = h(x) + h(y) and h(λx) = λh(x) for all
x, y ∈ Rn and all λ ∈ R. Let e1, ..., en be the standard Euclidean basis of Rn. Then by
the previous computation we have that h(e1), ..., h(en) is an orthonormal basis of Rn.
Hence for every x ∈ Rn we consider its representation in the basis h(e1), ..., h(en), i.e.

h(x) =
n∑
i=1

〈
h(x), h(ei)

〉
h(ei) =︸︷︷︸

Step 3

n∑
i=1

⟨x, ei⟩h(ei).

Hence this implies that h is linear. Since h is linear and maps an orthonormal basis to
an orthonormal basis we have that there exists a matrix A ∈ O(n) such that h(x) = Ax
for all x ∈ Rn. Hence h(x) = Ax+ b, where b = h(0). Since h was arbitrary, we conclude
that Isom(Rn, gRn) = {x 7−→ Ax+ b | A ∈ O(n), b ∈ Rn}.

(b.1): In the case where 0 ∈ Rn+1 does not lie on the segment [x, y] we proceed
as in (a.1). Assume now that 0 ∈ [x, y]. By the same argument as before we have
∥x− y∥ ≤ infα∈A L(α). To show the other inequality we proceed as follows. Since 0 is
in the line segment [x, y], we may assume (after possibly switching the roles of x and y)
that y = λx for some λ < 0. Let η ∈ Rn+1\{0} be a unit vector orthogonal to x− y. We
consider the sequence of curves in Rn+1\{0} defined by

γN(t) =



x+ t
x
N

−x
1
2 − 1

N

, t ∈
[
0, 1

2 − 1
N

]
1
N
x+

(
t− 1

2 + 1
N

)
(η − x), t ∈

[
1
2 − 1

N
, 1

2

]
1
N
η +

(
t− 1

2

)
(y − η), t ∈

[
1
2 ,

1
2 + 1

N

]
1
N
y +

(
t− 1

2 − 1
N

)
y− 1

N
y

1
2 − 1

N

, t ∈
[

1
2 + 1

N
, 1
]

Then γN ∈ A and

L(γN) = ∥x∥
(

1 − 1
N

)
+ ∥η − x∥ 1

N
+ ∥y − η∥ 1

N
+ ∥y∥

(
1 − 1

N

)
N→∞−→ ∥x∥ + ∥y∥ .

Also, note that
∥x∥ + ∥y∥ = ∥x− y∥

since y = λx, where λ < 0.
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(b.2): We show that h : Rn+1\{0} → Rn+1\{0} is an isometry. It suffices to show
that h is bijective and that for all x ∈ Rn+1 \ {0}, the linear map dh(x) is an isometry,
because in this case h would be a bijective local diffeomorphism.

h is injective: Assume h(x1) = h(x2). Then

∥x1∥h
(
x1

∥x1∥

)
= ∥x2∥h

(
x2

∥x2∥

)

which implies that ∥x1∥ = ∥x2∥. Hence

h

(
x1

∥x1∥

)
= h

(
x2

∥x2∥

)
.

Since h is an isometry we have that x1 = x2.
h is surjective: Let y ∈ Rn+1\{0}. Then,

x = ∥y∥h−1
(
y

∥y∥

)

is such that h(x) = y.
Next we compute dh(x). For a path γ(t) in Rn+1 such that γ(0) = x and γ̇(0) = v ∈

TxRn+1 = span {x} ⊕ span {x}⊥ = span {x} ⊕ T x
∥x∥
Sn we have

d

dt

∣∣∣∣∣
t=0

h(γ(t)) = dh(x)v

= ⟨x, v⟩
∥x∥

h

(
x

∥x∥

)
+ ∥x∥ dh

(
x

∥x∥

)[
v

∥x∥
− x ⟨x, v⟩

∥x∥3

]
.

If v ∈ span {x}⊥ then

dh(x)v = dh

(
x

∥x∥

)
v

and if v ∈ span {x} then v = λx for some λ ∈ R and

dh(x)v = λ ∥x∥h
(
x

∥x∥

)
.

Finally, show that dh(x) is an isometry. For v = v′ ⊕ λx and w = w′ ⊕ µx we have〈
dh(x)v, dh(x)w

〉
=
〈
dh(x)v′ + λdh(x)x, dh(x)w′ + µdh(x)x

〉
=
〈
dh

(
x

∥x∥

)
v′ + λ ∥x∥h

(
x

∥x∥

)
, dh

(
x

∥x∥

)
w′ + µ ∥x∥h

(
x

∥x∥

)〉

=
〈
dh

(
x

∥x∥

)
v′, dh

(
x

∥x∥

)
w′
〉

+ µ ∥x∥
〈
dh

(
x

∥x∥

)
v′, h

(
x

∥x∥

)〉

+ λ ∥x∥
〈
dh

(
x

∥x∥

)
w′, h

(
x

∥x∥

)〉
+ λµ ∥x∥2

〈
h

(
x

∥x∥

)
, h

(
x

∥x∥

)〉
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= ⟨v′, w′⟩ + λµ ∥x∥2

= ⟨v′, w′⟩ + λµ ⟨x, y⟩
= ⟨v, w⟩ .

(b.3): For x, y ∈ Rn+1\{0} recall the set A from the previous step. Set now
B =

{
β : [0, 1] → Rn+1\{0} | C1 with β(0) = h(x), β(1) = h(y)

}
. Then as in the pre-

vious exercise we have a bijection

Γ : A → B, α 7→ h ◦ α

and for all α ∈ A we have L(α) = L(Γ(α)). Thus, as in the previous exercise, we deduce

∥x− y∥ = inf
α∈A

L(α)

= inf
α∈A

L(Γ(α))

= inf
β∈B

L(β)

=
∥∥∥h(x) − h(y)

∥∥∥ .
(b.4): h is continuous on Rn+1\{0}. To check continuity at 0 we proceed as follows.

Let xn be a sequence in Rn+1 such that xn → 0 as n → ∞. Then

h(xn) = ∥xn∥h
(
xn

∥xn∥

)
→ 0

as n → ∞ since h is bounded. So h is continuous as a map Rn+1 −→ Rn+1. It remains
to show that ∥h(x) − h(y)∥ = ∥x− y∥ for all x, y ∈ Rn+1. If x, y ∈ Rn+1 \ {0}, then the
result is true as we have proven before. If x, y = 0 then the result is also true because
h(0) = 0. If y = 0 and x ̸= 0, then

∥∥∥h(x) − h(y)
∥∥∥ =

∥∥∥h(x)
∥∥∥ =

∥∥∥∥∥∥x∥h
(
x

∥x∥

)∥∥∥∥∥ = ∥x− y∥ .

(b.5): Repeat the proof of (a.3).
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4 Exercise sheet No. 4 - 03-12-2020
Exercise 4.1. Show that the stereographic projection is a conformal equivalence between
SnR\{N} and Rn.

Solution. Denote ρ = σ−1 = (ξ, τ) = Rn −→ SnR \ {N}. ρ is given by

ρ(u) =
( 2R2u

|u|2 +R2 , R
|u|2 −R2

|u|2 +R2

)
.

Denote by ι : SnR \ {N} −→ Rn+1 the inclusion map and ρ = ιρ : Rn −→ Rn+1 (which is
given by the same formula as ρ). We want to show that gSnR = fσ∗gRn , for some positive
function f on M . Consider the following sequence of equivalences:

∃f ∈ C∞(M,R+) : gSnR = fσ∗gRn

⇐⇒ ∃f ∈ C∞(M,R+) : ρ∗gSnR = fgRn

⇐⇒ ∃f ∈ C∞(M,R+) : ρ∗ι∗gRn+1 = fgRn

⇐⇒ ∃f ∈ C∞(M,R+) : ρ∗gRn+1 = fgRn

⇐⇒ ∃f ∈ C∞(M,R+) :
∀u ∈ Rn :
∀V,W ∈ TuRn = Rn :

(ρ∗gRn+1)u(V,W ) = f(gRn)u(V,W )
⇐⇒ ∃f ∈ C∞(M,R+) :

∀u ∈ Rn :
∀V,W ∈ TuRn = Rn :

(gRn+1)ρ(u)(Dρ(u)V,Dρ(u)W ) = f(gRn)u(V,W ).

Given this, we start by computing Dρ(u). We know that Dρ(u)V = D(ξ, τ)(u)V =
(Dξ(u)V,Dτ(u)V ). We compute Dξ(u). Since ξi = 2R2ui

ukuk+R2 , it’s derivative is

∂ξi

∂uj
=

2R2δij(ukuk +R2) − (δkj uk + ukδkj )2R2ui

(ukuk +R2)2

=
2R2δij(ukuk +R2) − 4R2uiuj

(ukuk +R2)2 .

So,

Dξ(u) =
[
∂ξi

∂uj

]
i,j

= 2
(|u|2 +R2)2

(
R2(|u|2 +R2)I − 2R2uuT

)
.

We compute Dτ(u). Since τ = Rukuk−R2

ukuk+R2 , it’s derivative is

∂τ

∂ui
= R

2ui(ukuk +R2) − 2ui(ukuk −R2)
(ukuk +R2)2

= R
2uiukuk + 2uiR2 − 2uiukuk + 2uiR2

(ukuk +R2)2
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= R
4uiR2

(ukuk +R2)2

= 4R3 ui

(ukuk +R2)2 .

So,

Dτ(u) =
[
τ

ui

]
i

= 4R3

(|u|2 +R2)2u
T .

We now compute (gRn+1)ρ(u)
(
Dρ(u)V,Dρ(u)W

)
.

(gRn+1)ρ(u)
(
Dρ(u)V,Dρ(u)W

)
=
〈(

Dξ(u)V,Dτ(u)V
)
,
(
Dξ(u)W,Dτ(u)W

)〉
Rn+1

=
〈
Dξ(u)V,Dξ(u)W

〉
Rn

+
〈
Dτ(u)V,Dτ(u)W

〉
R

= (Dξ(u)V )TDξ(u)W + (Dτ(u)V )TDτ(u)W

= V T

(
2

(|u|2 +R2)2

(
R2(|u|2 +R2)I − 2R2uuT

))2

W

+ V T 4R3

(|u|2 +R2)2u
4R3

(|u|2 +R2)2u
TW

= 4
(|u|2 +R2)4V

T
(
R2(|u|2 +R2)I − 2R2uuT

)2
W + 16R6

(|u|2 +R2)4V
TuuTW

= 4
(|u|2 +R2)4V

T
(
R4(|u|2 +R2)2I − 4R4(|u|2 +R2)uuT + 4R4|u|2uuT

)
W

+ 16R6

(|u|2 +R2)4V
TuuTW

= 4
(|u|2 +R2)4V

T
(
R4(|u|2 +R2)2I − 4R6uuT

)
W + 16R6

(|u|2 +R2)4V
TuuTW

= 4
(|u|2 +R2)4V

T
(
R4(|u|2 +R2)2I

)
W

= 4R4

(|u|2 +R2)2V
TW

= 4R4

(|u|2 +R2)2 (gRn)u(V,W ).

Exercise 4.2 (naturality of Riemannian volume element). Let φ : M → N be a diffeo-
morphism of orientable manifolds. Then for any metric g on N we have

φ∗Volg = ϵVolφ∗g,

where ϵ ∈ {±1} and corresponds to the case where φ is orientation preserving or orien-
tation reversing.
Solution. Let (Uα, φα) be a chart on M and (Vβ, ψβ) be a chart on N such that φ(Uα) ⊂
Vβ. On Vβ we denote the coordinates by yi while on Uα we denote the coordinates by
xj. Then the metric g is of the form

g = gijdy
i ⊗ dyj
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and the volume form
Volg =

√
det (gij(y))dy1 ∧ ... ∧ dyn.

Hence

φ∗Volg =
√

det (gij(φ(x))) ∂y
1

∂xi1
...
∂yn

∂xin
dxi1 ∧ ... ∧ dxin

=
√

det (gij(φ(x))) det
(
∂yj

∂xi

)
dx1 ∧ ... ∧ dxn.

On the other hand we have

h = φ∗g = hstdx
s ⊗ dxt = gij(φ(x)) ∂y

i

∂xs
∂yj

∂xt
dxs ⊗ dxt.

Hence
Volh =

√
det (gij(φ(x)))

∣∣∣∣∣det
(
∂yi

∂xs

)∣∣∣∣∣ dx1 ∧ ... ∧ dxn.

As a result, we have that if φ is orientation preserving then det
(
∂yi

∂xs

)
> 0 and we have

φ∗Volg = Volφ∗g. While if φ is orientation reversing we have det
(
∂yi

∂xs

)
< 0 and hence

φ∗Volg = −Volφ∗g.

Exercise 4.3 (bi-invariant volume element on Lie group). Let G be a compact connected
Lie group and g be a left-invariant Riemannian metric on G. Show that:

(a) Volg is a left-invariant form on G;

(b) For every h ∈ G, we have that R∗
hVolg is a left-invariant form on G;

(c) For every h ∈ G, we have that R∗
hVolg is a positively oriented form on G (Hint:

consider the map G −→ GL(g) given by h 7−→ DLh(h−1)DRh−1(e) and recall that
GL(g) has two connected components, one of matrices with positive determinant
and one of matrices with negative determinant);

(d) For every h ∈ G, there exists a unique ϕh ∈ R+ such that ϕhVolg = R∗
hVolg;

(e) The map ϕ : G −→ R+ is a Lie group homomorphism;

(f) Volg is a right-invariant form on G (Hint: it suffices to show that ϕ(G) = {1}).

Solution. (a): It suffices to assume that h ∈ G, p ∈ G and to prove that (L∗
hVolg)|p =

Volg|p. We claim that there exists (U, x1, . . . , xn) a coordinate neighbourhood of Lh(p) on
G such that L−1

h (U)∩U = ∅. To see this, let U ′ be a coordinate neighbourhood of Lh(p)
and V ′ be a coordinate neighbourhood of p such that U ′ ∩ V ′ = ∅ (these exist because
G is Hausdorff), and define U = U ′ ∩ Lh(V ′). Then U is as desired, and we can define a
(V, y1, . . . , yn) a coordinate neighbourhood on G by V = L−1

h (U) and yj = xj ◦Lh. With
respect to these coordinate neighbourhoods, the Riemannian metric g is written

g|U =
n∑

i,j=1
gUijdxi ⊗ dxj,
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g|V =
n∑

i,j=1
gVijdyi ⊗ dyj.

From these expressions and using the fact that g is left-invariant, we conclude that
gVij = gUij ◦ Lh:

n∑
i,j=1

gVijdyi ⊗ dyj = g|V

= L∗
h(g|U)

= L∗
h

n∑
i,j=1

gUijdxi ⊗ dxj

=
n∑

i,j=1
(gUij ◦ Lh)dyi ⊗ dyj.

We now show that (L∗
hVolg)|V = Volg|V :

(L∗
hVolg)|V = L∗

h(Volg|U)
= L∗

h

√
det(gUij)dx1 ∧ . . . ∧ dxn

=
√

det(gUij ◦ Lh)d(x1 ◦ Lh) ∧ . . . ∧ d(xn ◦ Lh)

=
√

det(gVij )d(y1) ∧ . . . ∧ d(yn)
= Volg|V .

(b): It suffices to assume that l ∈ G and to prove that L∗
lR

∗
hVolg = R∗

hVolg.

L∗
lR

∗
hVolg = (Rh ◦ Ll)∗Volg

= (Ll ◦Rh)∗Volg
= R∗

hL
∗
lVolg

= R∗
hVolg.

(c): Consider the map

Φ: G −→ GL(g)
h 7−→ DLh(h−1)DRh−1(e).

We claim that it suffices to show that for all h ∈ G the map Φh : g −→ g is positively
oriented. This is because by definition of orientation of Th−1G the map DLh(h−1) is
positively oriented, therefore Φh : g −→ g is positively oriented if and only if DRh−1(e)
is positively oriented.

Recall that GL(g) has connected components det−1(R+) and det−1(R−). We need to
show that Φ(G) ⊂ det−1(R+), because in this case every Φg is a matrix with positive
determinant, hence preserves orientation. We know that either Φ(G) ⊂ det−1(R+) or
Φ(G) ⊂ det−1(R−), because Φ is continuous and G is connected. Since Φ(e) = idg ∈
det−1(R+), we conclude that Φ(G) ⊂ det−1(R+).

(d): Uniqueness is obvious. We prove existence. We claim that there exists a unique
ϕh ∈ R+ such that ϕhVolg|e = (R∗

hVolg)|e. This is because Volg|e and (R∗
hVolg)|e are
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nonzero elements of the one dimensional vector space ∧nj=1 TeG, so they are multiples of
each other. Since Rh is positively oriented, we also know that ϕh is a positive number.

(e): We show that ϕ is smooth. For this, it suffices to show that the map h 7−→
(R∗

hVolg)|e is smooth. Since for any v1, . . . , vn ∈ TeG we have (R∗
hVolg)|e(v1, . . . , vn) =

Volg|h(DRh(e)v1, . . . ,DRh(e)vn) and that Volg is smooth, it suffices to show that for any
v ∈ TeG the map h 7−→ DRh(e)v is smooth. Let γ be a curve such that γ(0) = e and
γ̇(0) = v. Then,

DRh(e)v = d
dt

∣∣∣∣
t=0
Rh(γ(s)) = d

dt

∣∣∣∣
t=0
γ(s)h.

By definition of Lie group, this expression is smooth in h.
We show that ϕ is a homomorphism.

ϕpϕqVolg = ϕpR
∗
qVolg [definition of ϕq]

= R∗
qϕpVolg [pullbacks are linear]

= R∗
qR

∗
pVolg [definition of ϕp]

= (Rp ◦Rq)∗Volg [functoriality of pullbacks]
= R∗

qpVolg
= ϕqpVolg [definition of ϕqp].

(f): Since ϕ is continuous and G is compact, ϕ(G) ⊂ R+ is a compact subset. Also,
the image of a group homomorphism is a subgroup so we conclude that the set ϕ(G) is
compact and a subgroup of R+. We show that if K is a compact subgroup of R+, then
K = {1}. For this, assume by contradiction that K has an element λ ∈ R+ \ {1}. Then,
{λn}n∈N is a subset of K because K is a subgroup. We claim that the sequence λn does
not have a convergent subsequence. If λ > 1, then λn diverges to ∞, and if λ < 1 then
λn “converges” to 0 which does not belong to R+. So the sequence λn does not have
convergent subsequences. This contradicts the fact that K is compact.

Exercise 4.4 (reparametrizations). Let γ : [a, b] → M be a piecewise C1 path with
partition a = a1 < a2 < ... < ak = b. Furthermore, assume that γ̇(t) ̸= 0 for all
t ∈ [ai, ai+1] for all i = 1, ..., k − 1. Denote by L = L([γ]). Show that there exists a
unique reparametrization γ̃ : [0, L] → M with unit speed, wherever it exists.

Solution. First we prove the statement for C1 paths (not piecewise). Let γ : [a, b] → M
be a C1 path such that γ̇(t) ̸= 0 for all t ∈ [a, b]. Set L := L([γ]) and consider the
arc-length function

s(t) =
∫ t

a
∥γ̇(τ)∥g dτ, t ∈ [a, b].

Then we have that s(a) = 0, s(b) = L and s is of class C1. Since γ̇(t) ̸= 0 for all t ∈ [a, b]
we see that

ṡ(t) = ∥γ̇(t)∥g > 0
which implies that s is strictly increasing. Hence s is a strictly increasing homeomorphism
and by the inverse function theorem we conclude that the inverse of s is C1, too. Denote
the inverse of s by φ : [0, L] → [a, b]. Its derivative is

φ̇(τ) = 1
ṡ(φ(τ)) = 1

∥γ̇(φ(τ))∥g
.

29



Consider the curve γ̃ = γ ◦ φ : [0, L] → M . Then
∥∥∥ ˙̃γ(τ)

∥∥∥2

g
= ∥γ̇(φ(τ))φ̇(τ)∥2

g = ∥γ̇(φ(τ))∥2
g

1
∥γ̇(φ(τ))∥2

g

= 1.

Now for piecewise C1 paths. Let now γ : [a, b] → M be a piecewise C1 path with a
partition a = a1 < a2 < ... < ak = b such that γ|[ai,ai+1] is of class C1 for all i = 1, ..., k−1
and such that γ̇(t) ̸= 0 for all t ∈ [ai, ai+1] for all i = 1, ..., k−1. Denote L1 = L(γ|[a1,a2]),
L2 = L(γ|[a2,a3]), ..., Lk−1 = L(γ|[ak−1,ak]) and ℓ1 = L1, ℓ2 = L1 + L2, ..., ℓk−1 = ∑k−1

i=1 Li.
As before, consider the functions

s1 : [a1, a2] → [0, ℓ1], s1(t) =
∫ t

a
∥γ̇(τ)∥g dτ,

si : [ai, ai+1] → [ℓi−1, ℓi], si(t) = ℓi−1 +
∫ t

ai
∥γ̇(τ)∥g dτ,

for all i = 2, ..., k − 1 and

s(t) =



s1(t), t ∈ [a1, a2],
s2(t), t ∈ [a2, a3],
s3(t), t ∈ [a3, a4],
...
sk−1(t), t ∈ [ak−1, ak].

We wish to show that s is a strictly increasing homeomorphism such that s|[ai,ai+1] is a
C1-diffeomorphism. It follows immediately that s is strictly increasing, continuous and
s|[ai,ai+1] is a C1-diffeomorphism for all i = 1, ..., k − 1. As in the non-piecewise case
denote for every i = 1, ..., k − 1, φ1 : [0, ℓ1] → [a1, a2] and φi : [ℓi−1, ℓi] → [ai, ai+1] the
inverse of s1 and si, respectively. Then φi is a C1-diffeomorphism. Define

φ(τ) =



φ1(τ), τ ∈ [0, ℓ1],
φ2(τ), τ ∈ [ℓ1, ℓ2],
φ3(τ), τ ∈ [ℓ2, ℓ3],
...
φk−1(τ), τ ∈ [ℓk−2, ℓk−1].

Then φ is continuous, φ is the inverse of s and φ|[0,ℓ1] and φ|[ℓi,ℓi+1] is a C1-diffeomorphism.
As in the non-piecewise case γ ◦ φ is the desired parametrized curve.
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5 Exercise sheet No. 5 - 10-12-2020
Exercise 5.1 (Riemannian manifolds are metric spaces). Let (M, g) be a Riemannian
manifold. Show that the function dg : M ×M −→ R+

0 given by

dg(p, q) = inf{L(γ) | γ : [0, 1] −→ M is a piecewise C1 path with γ(0) = p, γ(1) = q}

is a metric on M , i.e. that it satisfies

(a) dg(p, q) = 0 ⇔ p = q;

(b) dg(p, q) = dg(q, p);

(c) dg(p, q) ≤ dg(r, p) + dg(q, r).

Solution. (a): We show that dg(p, p) = 0. For this, let ρ be the constant curve at p.
Then, dg(p, p) = infγ L(γ) ≤ L(ρ) = 0.

We show that p ̸= q implies dg(p, q) > 0. For this, it suffices to show that there
exists a constant D > 0 such that for every γ a piecewise smooth curve from p to q we
have that L(γ) ≥ D > 0. Choose a coordinate chart ϕ : U ⊂ M −→ U ′ ⊂ Rn centred
at p such that q /∈ U . Then, we can write the Riemannian metric g with respect to this
coordinate chart: for x ∈ Rn, and u, v ∈ TxRn = Rn,

((ϕ−1)∗g)x(u, v) = ⟨u,A(x)v⟩Rn

for some matrix A(x) which is symmetric and positive definite. Choose r > 0 such that
the closed unit ball Br(0) is contained in U ′. Define

C = min{⟨u,A(x)u⟩ | u ∈ Rn, ∥u∥ = 1, x ∈ Br(0)}.

C is well defined because the set over which we are taking the minimum is compact, and
C > 0 because A(x) is positive definite. We claim thatD := C1/2r is the desired constant.
To see this, we assume that γ is a curve from p to q and we must show that L(γ) ≥ D.
Choose a ∈ R+ such that γ([0, a]) ⊂ ϕ−1(Br(0)) and γ(a) ∈ ϕ−1(Sr(0)) = ϕ−1(∂Br(0)).
Define c : [0, a] −→ Rn by c = ϕ ◦ γ. Then,

L(γ) =
∫ 1

0
g(γ̇(t), γ̇(t))1/2dt

≥
∫ a

0
g(γ̇(t), γ̇(t))1/2dt

=
∫ a

0
⟨ċ(t), A(x)ċ(t)⟩1/2

Rn dt

≥
∫ a

0
C1/2∥ċ(t)∥Rndt

≥ C1/2
∥∥∥∥∫ a

0
ċ(t)dt

∥∥∥∥
= C1/2∥c(a) − c(0)∥Rn

= C1/2r.

(b): We show that dg is symmetric. Define

A =
{
α : [0, 1] C1

−→ M | α(0) = p, α(1) = q
}
,
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B =
{
β : [0, 1] C1

−→ M | β(0) = q, β(1) = p
}
.

Then

Γ : A → B
α 7→ (t 7→ α(1 − t))

is a bijection and L(α) = L(Γ(α)), ∀α ∈ A. Hence

dg(p, q) = inf
α∈A

L(α)

= inf
α∈A

L(Γ(α))

= inf
β∈B

L(β)

= dg(q, p).

(c): We show that dg satisfies the triangle inequality. Let γ1 be a C1 path joining p
and r and let γ2 be a C1 path joining r and q. Then γ := γ1 ◦ γ2 which is defined by

γ(t) =
γ1(2t), t ∈

[
0, 1

2

]
γ2(2t− 1), t ∈

[
1
2 , 1

]
is a piecewise C1 path joining p and q and one can check that

L(γ) = L(γ1) + L(γ2).

Then we have that
dg(p, q) ≤ L(γ1) + L(γ2).

Since γ1 and γ2 were arbitrary path’s we take the infimum over all γ1 joining p and r
and we obtain

dg(p, q) ≤ dg(p, r) + L(γ2).
Taking now the infimum over all γ2 joining r and q we obtain the triangle inequality.

Exercise 5.2 (connection on Rn). On Rn we have the Euclidean connection which is
defined as follows. For vector fields X = (X1, . . . , Xn) and Y = (Y 1, . . . , Y n) on Rn and
p ∈ Rn we define

(
∇Rn
X Y

)
(p) =

(
X i(p)∂Y

1

∂xi
(p), . . . , X i(p)∂Y

n

∂xi
(p)
)
.

Show that ∇Rn is a connection and that for vector fields X, Y, Z ∈ C∞(TRn) we have

∇XgRn(Y, Z) = gRn(∇XY, Z) + gRn(Y,∇XZ)

and
∇Rn
X Y − ∇Rn

Y X = [X, Y ].
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Solution. Let X = X i ∂
∂xi

and Y = Y j ∂
∂xj

be two vector fields in Rn and let f : Rn → R
be a smooth function. Then(

∇Rn
fXY

)
(p) = f(p)X i(p)∂Y

j

∂xi
(p) ∂

∂xj
= f(p)

(
∇Rn
X Y

)
(p),

and (
∇Rn
X (fY )

)
(p) = X i(p)∂(fY j)

∂xi
(p) ∂

∂xj

= X i(p) ∂f
∂xi

(p)Y j(p) ∂

∂xj
+ f(p)X i(p)∂Y

j

∂xi
(p) ∂

∂xj

= X(f)(p)Y (p) + f(p)
(
∇Rn
X Y

)
(p).

Moreover, its obvious that ∇Rn is R-linear in both arguments. Hence ∇Rn is a connection
on Rn. Let now Z = Zk ∂

∂xk
be another vector field on Rn. Then

X(gRn(Y, Z)) = X

(
n∑
i=1

Y iZi

)
=

n∑
i,k=1

[(
∂Y i

∂xk

)
Zi + Y i

(
∂Zi

∂xk

)]
Xk,

and

gRn(∇Rn
X Y, Z) = gRn

(
X i∂Y

k

∂xi
∂

∂xk
, Zj ∂

∂xj

)

= X iZj ∂Y
k

∂xi
δkj

= X iZj ∂Y
j

∂xi

and

gRn(Y,∇Rn
X Z) = gRn

(
Y j ∂

∂xj
, X i∂Z

l

∂xi
∂

∂xl

)

= Y jX i∂Z
l

∂xi
δjl

= Y jX i∂Z
j

∂xi
.

For the vector fields X and Y we have

[X, Y ] =
(
Xj ∂Y

i

∂xj
− Y j ∂X

i

∂xj

)
∂

∂xi
.

Moreover,
∇Rn
X Y = Xj ∂Y

i

∂xj
∂

∂xi
, and ∇Rn

Y X = Y j ∂X
i

∂xj
∂

∂xi
.

Exercise 5.3 (extending functions and vector fields). Let M̃ be a manifold and M ⊂ M̃
be an embedded submanifold. Denote by ι : M −→ M̃ the inclusion map. Show that

(a) If f ∈ C∞(M,R), then there exists f̃ ∈ C∞(M̃,R) such that f̃ ◦ ι = f .
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(b) If X ∈ X(M), then there exists X̃ ∈ X(M̃) such that X is ι-related to X̃.

Solution. (a): SinceM ⊂ M̃ is a submanifold, there exists a chart (Ũα, φ̃α, Ṽα) on M̃ such
that φα = φ̃α : Uα = Ũα∩M → Ṽα∩(Rk× {0}︸︷︷︸

∈Rn−k

) = Vα is a diffeomorphism. Consider the

function fα = f ◦ φ−1
α : Vα → R, written as fα = fα(x1, ..., xk). Consider the extension

f ex
α : Ṽα → R given by f ex

α (x1, x2, ..., xn) = fα(x1, ..., xk). Then f̃α : Ũα → R defined by
f̃α = f ex

α ◦ φ̃α is an extension of f on Uα. Choose now a collection of charts (Ũα, φ̃α) on
M̃ that cover M and consider also Ũ0 = M̃\M is open. Then Ũ0, Ũα is a cover of M̃ and
we choose a partition of unity ρα, ρ0 subordinate to the cover. Then f̃ = ρ0 +∑

α ραf̃α
is an extension of f .

(b): Since M ⊂ M̃ is a submanifold, there exists a chart (Ũα, φ̃α, Ṽα) on M̃ such that
φα = φ̃α : Uα = Ũα ∩M → Ṽα ∩ (Rk × {0}︸︷︷︸

∈Rn−k

) = Vα is a diffeomorphism. The vector field

X in the coordinates given by the chart (Uα, φα, Vα) is of the form

Xα(x) = dφα(φ−1
α (x))X(φ−1

α (x)) = X1(x) ∂

∂x1 + ...+Xk(x) ∂

∂xk
,

where x = (x1, ..., xk) ∈ Vα. Extend the functions X i(x) on all of Ṽα as in the first part
and we obtain a vector field Xex

α on Ṽα. Hence we obtain a vector field X̃α on Ũα by

X̃α(p) = dφ̃−1
α (φ̃α(p))Xex

α (φ̃α(p)).

For p ∈ Uα we have

X̃α(p) = dφ̃−1
α (φ̃α(p))Xex

α (φ̃α(p))
= dφ̃−1

α (φ̃α(p))Xα(φ̃α(p))
= dφ̃−1

α (φ̃α(p))dφα(φ−1
α (φα(p)))X(φ−1

α (φα(p)))
= dφ̃−1

α (φα(p))dφα(p)X(p)
= dφ−1

α (φα(p))dφα(p)X(p)
= X(p).

Choose now a collection of charts (Ũα, φ̃α) on M̃ that cover M and consider also Ũ0 =
M̃\M is open. Then Ũ0, Ũα is a cover of M̃ and we choose a partition of unity ρα, ρ0
subordinate to the cover. Then X̃ = ∑

α ραX̃α is an extension of X.

Exercise 5.4 (connections are local). Let M be a manifold and ∇ be an affine connection
on M . Prove that ∇XY |p only depends on Xp and on the values of Y along a curve
tangent to Xp.

Solution. Let (U, x1, . . . , xn) be a coordinate neighbourhood of p. Recall that the affine
connection can be given in coordinates by

∇XY =
n∑
i=1

(
X(Y i) +

n∑
j,k=1

ΓijkX iY k
)
∂

∂xi
.

At the point p, this expression becomes

∇XY |p =
n∑
i=1

(
Xp(Y i) +

n∑
j,k=1

Γijk(p)X i
pY

k
p

)
∂

∂xi

∣∣∣∣
p
.
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Notice that if γ is a curve tangent to X at p, i.e. γ(0) = p and ˙(γ)(0) = Xp, then

Xp(Y i) = d
dt

∣∣∣∣
t=0
Y i(γ(t)).

This proves the result.

Exercise 5.5 (connection on submanifold). Let N be a manifold, M ⊂ N be an em-
bedded submanifold, and ι : M −→ N be the inclusion map. Let gN be a Riemannian
metric on N and define gM = ι∗gN , which is a Riemannian metric on M . For every
p ∈ M , we can consider the orthogonal complement TpM⊥ of TpM inside TpN . We have
the decomposition TpN = TpM ⊕ TpM

⊥. In other words, for every v ∈ TpN there exist
unique v⊤ ∈ TpM and v⊥ ∈ TpM

⊥ such that v = v⊤ + v⊥. If ∇N is an affine connection
on N , define an affine connection ∇M on M via

∇M
X Y =

(
∇N
X̃ Ỹ

)⊤
,

where X̃, Ỹ ∈ X(N) are extensions of X, Y ∈ X(M) to N . Show that

(a) ∇M is well defined and a connection.

(b) If ∇N is symmetric then ∇M is symmetric.

(c) If ∇N is compatible with gN then ∇M is compatible with gM .

(d) If ∇N is the Levi-Civita connection with respect to gN then ∇M is the Levi-Civita
connection with respect to gM .

Solution. (a): We show that ∇M is well defined. This is true, because by exercise 5.3,
the extensions X̃, Ỹ exist, and by exercise 5.4, the result is independent of the choice of
extensions.

We show that ∇M is a connection. ∇M is C∞-linear on the first variable:

∇M
fXY |p =

(
∇N
f̃X̃ Ỹ

)⊤

p

=
(
f̃∇N

X̃ Ỹ
)⊤

p

= f(p)
(
∇N
X̃ Ỹ

)⊤

p

= f(p)∇M
X Y |p.

∇M satisfies the Leibniz rule on the second variable:

∇M
X fY |p =

(
∇N
X̃ f̃ Ỹ

)⊤

p

=
(
X̃(f̃)Ỹ + f̃∇N

X̃ Ỹ
)⊤

p

= X(f)Y |p + f(p)
(
∇N
X̃ Ỹ

)⊤

p

= X(f)Y |p + f(p)∇M
X Y |p.

(b): Notice that [X̃, Ỹ ]p = [X, Y ]p ∈ TpM implies that [X̃, Ỹ ]⊤p = [X̃, Ỹ ]p = [X, Y ]p.

∇M
X Y |p − ∇M

Y X|p =
(
∇N
X̃ Ỹ

)⊤

p
−
(
∇N
Ỹ X̃

)⊤

p
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=
(
∇N
X̃ Ỹ − ∇N

Ỹ X̃
)⊤

p

= [X̃, Ỹ ]⊤p
= [X̃, Ỹ ]p
= [X, Y ]p.

(c):

⟨∇M
X Y, Z⟩Mp + ⟨Y,∇M

X Z⟩Mp = ⟨(∇N
X̃ Ỹ )⊤

p , Z⟩Mp + ⟨Y, (∇N
X̃Z̃)⊤

p ⟩Mp
= ⟨(∇N

X̃ Ỹ )⊤
p , Z̃⟩Np + ⟨Ỹ , (∇N

X̃Z̃)⊤
p ⟩Np

= ⟨(∇N
X̃ Ỹ )p, Z̃⟩Np + ⟨Ỹ , (∇N

X̃Z̃)p⟩Np
= X̃ · ⟨Ỹ , Z̃⟩Np
= X · ⟨Y, Z⟩Mp .

(d): If ∇N is the Levi-Civita connection with respect to gN , then ∇N is symmetric
and compatible with gN , therefore ∇M is symmetric and compatible with gM , therefore
∇M is the Levi-Civita connection with respect to gM .

Exercise 5.6 (divergence). Let M be an orientable smooth manifold M with volume
form ω and with possibly nonempty boundary ∂M . The divergence of a vector field
X ∈ X is the unique function divX ∈ C∞(M,R) such that

div(X)ω = LXω.

Assume in addition that (M, g) is Riemannian, compact and that ω is the Riemannian
volume element. Then ∂M is Riemannian as well, so it has a Riemannian volume element
which we denote by ω. Denote by N the outward unit normal vector field to ∂M (which
is a vector field defined on an open neighbourhood U of ∂M).

(a) Prove the divergence theorem: for all X ∈ X(M), we have that∫
M

div(X)ω =
∫
∂M

g(X,N)ω.

(b) Prove the Leibniz rule for the divergence: for all u ∈ C∞(M,R) and X ∈ X(M),
we have that

div(uX) = u div(X) + g(∇u,X).

(c) Prove the integration by parts formula: for all u ∈ C∞(M,R) and X ∈ X(M), we
have that ∫

M
g(∇u,X)ω = −

∫
M
u div(X)ω +

∫
∂M

ug(X,N)ω.

Solution. (a): We proved in exercise 2.5 from exercise sheet 2 that∫
M

div(X)ω =
∫
∂M

ιXω.
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It remains to show that ιXω = g(X,N)ω. For this, let p ∈ M and E1, . . . , En be an
orthonormal basis of TpM with E1 = Np. Then, E2, . . . , En is an orthonormal basis of
Tp(∂M). Denote by E1, . . . , En the basis of T ∗

pM dual to E1, . . . , En. Then,

(ιXω)p(E2, . . . , En)
= ωp(X,E2, . . . , En) [definition of ιX ]
= E1 ∧ · · · ∧ En(X,E2, . . . , En) [def. Riemannian volume element]
= E1(X) [definition of ∧]
= gp(E1, X) [E1, . . . , En is orthonormal]
= gp(N,X) [E1 = N ]
= gp(N,X)ω(E2, . . . , En) [def. Riemannian volume element].

(b): Since

div(uX)ω = LuXω [definition of divergence]
= dιuXω + ιuXdω [Cartan’s magic formula]
= dιuXω [ω is of top degree]
= d(uιXω)
= du ∧ ιXω + udιXω [Leibniz rule for d]
= du ∧ ιXω + uLXω [Cartan’s magic formula]
= du ∧ ιXω + u div(X)ω [definition of divergence],

it suffices to show that du ∧ ιXω = g(∇u,X)ω. This is true because

0 = ιX(du ∧ ω) [du ∧ ω = 0 because ω is of top degree]
= (ιXdu)ω − du ∧ ιXω [Leibniz rule for ιX ]
= du(X)ω − du ∧ ιXω [definition of ιX ]
= g(∇u,X)ω − du ∧ ιXω [definition of gradient].

(c): ∫
M
g(∇u,X)ω = −

∫
M
u div(X)ω +

∫
M

div(uX)ω [by (b)]

= −
∫
M
u div(X)ω +

∫
∂M

ug(X,N)ω [by (a)].
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6 Exercise sheet No. 6 - 17-12-2020
Exercise 6.1 (Laplacian). Let (M, g) be an orientable connected Riemannian manifold,
possibly with nonempty boundary ∂M . Denote by ∇ the Levi-Civita connection on M ,
by ω the Riemannian volume element of M , and by ω the Riemannian volume element
of ∂M . For u ∈ C∞(M,R), the Laplacian of u is a function ∆u defined by

∆u = div(∇u).

A function u is harmonic if ∆u = 0.

(a) Prove Green’s identities: if u, v ∈ C∞(M), then∫
M
u∆vω +

∫
M
g(∇u,∇v)ω =

∫
∂M

uN(v)ω,∫
M

(u∆v − v∆u)ω =
∫
∂M

(uN(v) − vN(u))ω.

(b) Show that if ∂M ̸= ∅ and u and v are harmonic functions such that u|∂M = v|∂M ,
then u ≡ v.

(c) Show that if ∂M = ∅ and u is a harmonic function then u is constant.

Solution. (a): We prove the first of Green’s identities:∫
M
g(∇u,∇v)ω

= −
∫
M
u div(∇v)ω +

∫
∂M

ug(∇v,N)ω [integration by parts for div with X = ∇v]

= −
∫
M
u∆vω +

∫
∂M

udv(N)ω [definition of ∆, ∇]

= −
∫
M
u∆vω +

∫
∂M

uN(v)ω.

We prove the second of Green’s identities:∫
M

(u∆v − u∆v)ω

= −
∫
M
g(∇u,∇v)ω +

∫
∂M

uN(v)ω [by the first Green identity]

+
∫
M
g(∇v,∇u)ω −

∫
∂M

vN(u)ω

=
∫
∂M

(uN(v) − vN(u))ω.

(b): Define z = u − v. Then z|∂M = 0 and z is harmonic. We want to show that
z = 0. ∫

M
∥∇z∥2ω =

∫
M
g(∇z,∇z)ω

= −
∫
M
z∆zω +

∫
∂M

zN(z)ω [by Green’s identities]
= 0. [∆z = 0, z|∂M = 0]
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Therefore, ∇z = 0, which implies that dz = 0 and that z is constant. Since z|∂M = 0
and ∂M ̸= ∅, we conclude that z is constant equal to 0.

(c): ∫
M

∥∇u∥2ω =
∫
M
g(∇u,∇u)ω

= −
∫
M
u∆uω +

∫
∂M

uN(u)ω [by Green’s identities]
= 0. [∆u = 0, ∂M = ∅]

Therefore, ∇u = 0, which implies that du = 0 and that u is constant.

Exercise 6.2 (Eigenvalues of the Laplacian). Let (M, g) be a closed oriented Riemannian
manifold, with Riemannian volume element ω. A real number λ is called eigenvalue of
the Laplacian if there exists a u ∈ C∞(M)\{0} such that

∆u = λu.

In this case the function u is called eigenvector (or eigenfunction) of ∆ to the eigen-
value λ.

(a) Show that 0 is an eigenvalue of ∆ and all other eigenvalues are strictly negative.

(b) Let λ and µ be two distinct eigenvalues of ∆, with corresponding eigenfunctions u
and v. Show that ∫

M
uvω = 0.

Solution. (a): We show that 0 is an eigenvalue of ∆. For this, it suffices to show that
there exists a nonvanishing function u such that ∆u = 0. u = 1 is such a function.

We show that if λ is an eigenvalue of ∆, then λ ≤ 0. Since λ is an eigenvalue of ∆,
there exists a nonvanishing function u such that ∆u = λu. By first of Green’s identities
with v = u, ∫

M
u∆uω +

∫
M
g(∇u,∇u)ω =

∫
∂M

uN(u)ω

⇐⇒ λ
∫
M
u2ω +

∫
M
g(∇u,∇u)ω = 0

⇐⇒ λ = −
∫
M g(∇u,∇u)ω∫

M u2ω
≤ 0.

(b):

(µ− λ)
∫
M
uvω =

∫
M

(u∆v − v∆u) [∆u = λu and ∆v = µv]

=
∫
∂M

(uN(v) − vN(u))ω [second Green identity]
= 0 [∂M = 0].

Since µ− λ = 0, we conclude that
∫
M uvω = 0.
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Exercise 6.3 (covariant derivative in coordinates). Let M be a manifold, ∇ be a linear
connection on M , ω a 1-form on M and X a vector field on M . Show that the coordinate
expression of ∇Xω is

∇Xω =
(
X i∂ωk

∂xi
−X iωjΓjik

)
dxk,

where Γkij are the Christoffel-Symbols of ∇ on TM . Find a coordinate formula for ∇XF ,
where F ∈ T k

l M is a tensor field of rank (k, l).

Solution. Let X = X i ∂
∂xi

, ω = ωkdxk and F = F j1...jl
i1...ik

∂
∂xj1

⊗ · · · ⊗ ∂
∂xjl

⊗ dxi1 ⊗ · · · ⊗ dxik .
Then, ∇ ∂

∂xi
dxk = −Γkirdxr:(

∇ ∂

∂xi
dxk

)(
∂

∂xl

)
= ∇ ∂

∂xi

(
dxk

(
∂

∂xl

))
− dxk

(
∇ ∂

∂xi

∂

∂xl

)
= ∇ ∂

∂xi

(
δkl

)
− dxk

(
∇ ∂

∂xi

∂

∂xl

)
= −dxk

(
Γril

∂

∂xr

)
= −Γkil
= −Γkirdxr

(
∂

∂xl

)
.

We show that ∇Xω = X i
(
∂ωk
∂xi

− ωjΓjik
)
dxk:

∇Xω = ∇Xi ∂

∂xi

(
ωkdxk

)
[coordinate expressions for X, ω]

= X i∇ ∂

∂xi

(
ωkdxk

)
[∇ is C∞-linear in 1st variable]

= X i

((
∇ ∂

∂xi
ωk

)
dxk + ωk∇ ∂

∂xi
dxk

)
[∇ obeys Leibniz rule in 2nd variable]

= X i

(
∂ωk
∂xi

dxk − ωkΓkirdxr
)

[by the computation above]

= X i

(
∂ωk
∂xi

dxk − ωjΓjikdxk
)

[change names of the indices]

= X i

(
∂ωk
∂xi

− ωjΓjik
)
dxk.

We compute the local coordinate expression for ∇XF :

∇XF

= ∇Xa ∂
∂xa

(
F j1...jl
i1...ik

∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

)
= Xa∇ ∂

∂xa

(
F j1...jl
i1...ik

∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

)
= Xa

((
∇ ∂

∂xa
F j1...jl
i1...ik

)
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

+
∑
b

F j1...jl
i1...ik

∂

∂xj1
⊗ · · · ⊗ ∂

∂xjb−1
⊗ ∇ ∂

∂xa

∂

∂xjb
⊗ ∂

∂xjb+1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik
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+
∑
d

F j1...jl
i1...ik

∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxid−1 ⊗ ∇ ∂

∂xa
dxid ⊗ dxid+1 ⊗ · · · ⊗ dxik

)

= Xa

((
∂

∂xa
F j1...jl
i1...ik

)
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

+
∑
b

F j1...jl
i1...ik

Γcajb
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjb−1
⊗ ∂

∂xc
⊗ ∂

∂xjb+1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

+
∑
d

F j1...jl
i1...ik

Γidae
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxid−1 ⊗ dxe ⊗ dxid+1 ⊗ · · · ⊗ dxik

)

= Xa

((
∂

∂xa
F j1...jl
i1...ik

)
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

+
∑
b

F
j1...jb−1cjb+1...jl
i1...ik

Γjbac
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjb−1
⊗ ∂

∂xjb
⊗ ∂

∂xjb+1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik

−
∑
d

F j1...jl
i1...id−1eid+1...ik

Γeaid
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxid−1 ⊗ dxid ⊗ dxid+1 ⊗ · · · ⊗ dxik

)

= Xa

(
∂

∂xa
F j1...jl
i1...ik

+
∑
b

F
j1...jb−1cjb+1...jl
i1...ik

Γjbac

−
∑
d

F j1...jl
i1...id−1eid+1...ik

Γeaid

)
∂

∂xj1
⊗ · · · ⊗ ∂

∂xjl
⊗ dxi1 ⊗ · · · ⊗ dxik .

Exercise 6.4 (Hessian). Let (M, g) be a Riemannian manifold with Levi-Civita con-
nection ∇. If u ∈ C∞(M) is a function on M , its Hessian is a (2, 0)-tensor given
by

Hess(u)(X, Y ) := (∇2u)(X, Y ),

where ∇2 = ∇∇ and both ∇ mean total covariant derivative. Show that

Hess(u)(X, Y ) = Y (X(u)) − (∇YX)(u).

Solution. We show that ∇u = du. For any X ∈ X(M), we have that

(∇u)(X) = ∇Xu [definition of total covariant derivative]
= X(u) [definition of covariant derivative of a function]
= du(X) [definition of exterior derivative of a function].

We show that Hess(u)(X, Y ) = Y (X(u)) − (∇YX)(u):

Hess(u)(X, Y )
= (∇(∇(u)))(X, Y ) [definition of Hessian]
= (∇Y (∇u))(X) [def. of total covariant derivative]
= ∇Y ((∇u)(X)) − (∇u)(∇YX) [def. of covariant derivative of a tensor]
= ∇Y (X(u)) − (∇YX)(u) [∇u = du]
= Y (X(u)) − (∇YX)(u). [def. of covariant derivative of a function].
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7 Exercise sheet No. 7 - 07-01-2021
Exercise 7.1. Let (M, g) be a Riemannian manifold with a linear connection ∇ which is
compatible with g. Let γ : I −→ M be a smooth embedded curve andX, Y ∈ C∞(γ∗TM)
be vector fields along γ. Show that

d
dtgγ(t)(X, Y ) = gγ(t)(DtX, Y ) + gγ(t)(X,DtY ).

Solution. Let X̃, Ỹ , Z̃ ∈ X(M) be extensions of X, Y, γ̇ ∈ C∞(γ∗TM). Then,

d
dtgγ(t)(X, Y )

= Z̃γ(t)(g(X̃, Ỹ )) [def. of der. of function along vector]
= gγ(t)(∇Z̃X̃, Ỹ ) + gγ(t)(X̃,∇Z̃ Ỹ ) [∇ is compatible with g]
= gγ(t)(∇γ̇(t)X̃, Ỹ ) + gγ(t)(X̃,∇γ̇(t)Ỹ ) [Z̃ is an extension of γ̇]
= gγ(t)(DtX, Y ) + gγ(t)(X,DtY ) [definition of Dt].

Exercise 7.2. Let M ⊂ Rn be a submanifold of (Rn, gRn). Equip M with the induced
metric gM from gRn . Recall that for every p ∈ M and X, Y ∈ X(M) the Levi-Civita
connection coming from gM is given by

∇M
X Y |p = πp∇Rn

X̃ Ỹ |p,

where X̃, Ỹ ∈ Rn are vector fields extending X, Y . Let γ : I −→ M be a smooth
embedded curve. The connections ∇M and ∇Rn induce corresponding maps of covariant
differentiation along γ, which we denote by DM

t and DRn
t . Show that

DM
t X = πγ(t)DRn

t X.

Solution. Let

X̃ ∈ X(M) be an extension of X ∈ C∞(γ∗TM),
˜̃X ∈ X(Rn) be an extension of X̃ ∈ X(M),
Z̃ ∈ X(M) be an extension of γ̇ ∈ C∞(γ∗TM),
˜̃Z ∈ X(Rn) be an extension of Z̃ ∈ X(M).

Then,

DM
t X = ∇M

Z̃ X̃|γ(t) [definition of DM
t ]

= πγ(t)∇Rn
˜̃Z

˜̃X|γ(t) [∇ of a submanifold]
= πγ(t)DRn

t X [definition of DRn
t ].

Exercise 7.3 (Patallel transport is isometry). Let (M, g) be a Riemannian manifold
and ∇ be an affine connection on M . Show that the following are equivalent:

(a) ∇ is compatible with g.
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(b) For every curve γ : I −→ M and for every b, a ∈ I, the parallel transport map
P γ
b,a : Tγ(a)M −→ Tγ(b)M is an isometry.

Solution. (a) =⇒ (b): It suffices to assume that t0 ∈ I, v, w ∈ Tγ(t0)M , and to prove
that

∀t ∈ I : gγ(t)(P γ
t,t0v, P

γ
t,t0w) = gγ(t0)(v, w).

Define a function f : I −→ R by f(t) = gγ(t)(P γ
t0,tv, P

γ
t0,tw). We show that ḟ(t) = 0:

df
dt (t) = d

dtgγ(t)(P γ
t0,tv, P

γ
t0,tw) [by definition of f ]

= gγ(t)(DtP
γ
t0,tv, P

γ
t0,tw) + gγ(t)(P γ

t0,tv,DtP
γ
t0,tw) [by exercise 7.1]

= 0 [definition of parallel transport].

Therefore, f is constant equal to f(t0) = gγ(t0)(v, w).
(b) =⇒ (a): It suffices to assume that X, Y, Z ∈ X(M), that p ∈ M , and to prove

that

Xp(g(Y, Z)) = gp(∇XpY, Zp) + gp(Yp,∇XpZ).

Let γ : (−ε, ε) −→ M be a curve such that γ(0) = p and γ̇(t) = Xγ(t) for every t ∈ (−ε, ε).
Denote Yt = Yγ(t) and Zt = Zγ(t). It suffices to show that for every t ∈ (−ε, ε), we have

d
dtgγ(t)(Yt, Zt) = gγ(t)(DtYt, Zt) + gγ(t)(Yt,DtZt).

The proof is the following computation:

d
dtgγ(t)(Yt, Zt)

= d
dtgp(P

γ
0,tYt, P

γ
0,tZt) [P γ

0,t is an isometry]

= gp

( d
dtP

γ
0,tYt, P

γ
0,tZt

)
+ gp

(
P γ

0,tYt,
d
dtP

γ
0,tZt

)
[derivative of product]

= gγ(t)

(
P γ
t,0

d
dtP

γ
0,tYt, Zt

)
+ gγ(t)

(
Yt, P

γ
t,0

d
dtP

γ
0,tZt

)
[P γ
t,0 is an isometry]

= gγ(t)(DtYt, Zt) + gγ(t)(Yt,DtZt),

where in the last equality we used the formula for the covariant derivative in terms of
parallel transport.

Exercise 7.4 (surface of revolution). Let I be an open interval, and a, b : I −→ R
be functions on I such that a is positive and the curve γ(t) = (a(t), 0, b(t)) in R3 is
parametrized by arc-length. Define a surface of revolution M ⊂ R3 by revolving the
image of γ about the z-axis.

(a) Find a local parametrization of M in a neighbourhood of any point p ∈ M (Hint:
The coordinates of the parametrization are (θ, t), where θ is the angle for which the
image of γ is rotated and t is the curve parameter of γ).

(b) Compute the Christoffel symbols of the induced metric in the coordinates found in
the first step.
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(c) Show that the meridian (θ0, C1τ + C2) is a geodesic on M .

(d) Determine necessary and sufficient conditions for a latitude circle {t = t0} to be a
geodesic.

(e) Let c(τ) be a geodesic such that c(τ0) = (θ0, t0) and ċ(τ0) = (θ1, t1). Show that the
following quantities constant along c:

• The Clairaut invariant: C(τ) = a2(t(τ))θ̇(τ);
• The energy (which is equal to the square of the arc length): e(τ) = ṫ2(τ) +
a2(t(τ))θ̇2(τ).

Solution. (a): The parametrization is φ : [0, 2π) × I → M defined by

φ(θ, t) = (a(t) cos(θ), a(t) sin(θ), b(t)).

(b): First we compute the induced metric on M . The metric on R3 is

gst. = dx⊗ dx+ dy ⊗ dy + dz ⊗ dz.

Let gM denote the induced metric on M . Then we have gM = φ∗gst.. For the coordinates
x, y and z we have the following relations

x(θ, t) = a(t) cos(θ),
y(θ, t) = a(t) sin(θ),
z(θ, t) = b(t).

From here it follows that

dx = ȧ cos(θ)dt− a sin(θ)dθ,
dy = ȧ sin(θ)dt+ a cos(θ)dθ,
dz = ḃdt.

Then

dx⊗ dx = (ȧ cos(θ)dt− a sin(θ)dθ) ⊗ (ȧ cos(θ)dt− a sin(θ)dθ)
= ȧ2 cos2(θ)dt⊗ dt− ȧa sin(θ) cos(θ)dt⊗ dθ − aȧ sin(θ) cos(θ)dθ ⊗ dt

+ a2 sin2(θ)dθ ⊗ dθ,

dy ⊗ dy = (ȧ sin(θ)dt+ a cos(θ)dθ) ⊗ (ȧ sin(θ)dt+ a cos(θ)dθ)
= ȧ2 sin2(θ)dt⊗ dt+ aȧ sin(θ) cos(θ)dt⊗ dθ + aȧ sin(θ) cos(θ)dθ ⊗ dt

+ a2 cos2(θ)dθ ⊗ dθ,

and
dz ⊗ dz = ḃ2dt⊗ dt.

Hence

gM = φ∗gst.
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= dx⊗ dx+ dy ⊗ dy + dz ⊗ dz

= ȧ2 cos2(θ)dt⊗ dt− ȧa sin(θ) cos(θ)dt⊗ dθ − aȧ sin(θ) cos(θ)dθ ⊗ dt

+ a2 sin2(θ)dθ ⊗ dθ

+ ȧ2 sin2(θ)dt⊗ dt+ aȧ sin(θ) cos(θ)dt⊗ dθ + aȧ sin(θ) cos(θ)dθ ⊗ dt

+ a2 cos2(θ)dθ ⊗ dθ

+ ḃ2dt⊗ dt

= (ȧ2 + ḃ2)dt⊗ dt+ a2dθ ⊗ dθ

= dt⊗ dt+ a2dθ ⊗ dθ.

So, we can write gM as a matrix:

gM =
(
a2 0
0 1

)
.

The inverse metric is given by

g−1
M =

(
a−2 0
0 1

)
.

Then, using the formula

Γσµν = 1
2g

σκ (∂µgνκ + ∂νgµκ − ∂κgµκ)

we compute the Christoffel symbols:

Γttt = 1
2g

tκ(∂tgtκ + ∂tgiκ − ∂κgtt) = 1
2g

tt(∂tgtt + ∂tgtt − ∂tgtt) = 0

Γθtt = 1
2g

tκ (∂tgtθ + ∂tgtθ − ∂θgtt) = 0

Γtθt = 1
2g

tκ (∂θgtκ + ∂tgθκ − ∂κgθt) = 0

Γttθ = 0

Γθθt = 1
2g

θκ (∂θgtκ + ∂tgθκ − ∂κgθt) = 1
2g

θθ∂tgθθ = ȧ

a

Γθtθ = ȧ

a

Γtθθ = 1
2g

tκ (∂θgθκ + ∂θgθκ − ∂κgθθ) = −1
2g

tt∂tgθθ = −aȧ

Γθθθ = 0.

(c): Let c : J → M be a curve in M and denote by τ the time parameter of c. In the
coordinates given by φ the curve c may be written in the form c : J → [0, 2π) × I with
c(τ) = (θ(τ), t(τ)). The geodesic equation, in these coordinates in the of the form

θ̈ + θ̇2Γθθθ + 2θ̇ṫΓθθt + ṫ2Γθtt = 0,
ẗ+ θ̇2Γtθθ + 2θ̇ṫΓtθt + ṫ2Γttt = 0.

By (b) these equations reduce to

θ̈ + 2θ̇ṫ ȧ
a

= 0,
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ẗ− θ̇2aȧ = 0.

For meridians the curve c is of the form c(τ) = (θ0, t(τ)). From the geodesic equations,
we see that only the second one survives and we obtain

ẗ = 0.

Hence t(τ) = C1τ + C2 where C1, C2 ∈ R.
(d): Consider a longitudinal curve, which we parametrize as c(τ) = (θ(τ), t0). Then

the geodesic equation from part (3) go over in

θ̈(τ) = 0, and θ̇2aȧ = 0.

The first equation implies that θ is of the form θ(τ) = C1τ + C2. This inserted in the
second equation implies that

C2
1aȧ = 0.

Since it is assumed that a(t0) > 0 then C2
1 ȧ(t0) = 0. Which implies that C1 = 0 or

ȧ(t0) = 0. If C1 = 0 then c is just a point. If there exists a t0 ∈ I such that ȧ(t0) = 0
then (C1τ + C2, t0) is a longitudinal geodesic.

(e): We prove that the Clairaut invariant is constant along c.

d
dτ C(τ) = d

dτ a
2(t(τ))θ̇(τ)

= 2aȧṫθ̇ + a2θ̈

= a(aθ̈ + 2θ̇ṫȧ)
= 0.

We prove that the energy ṫ2(τ) + a2(t(τ))θ̇2(τ) is constant along c. Differentiating
with respect to τ yields

d

dτ
e(τ) = d

dτ
ṫ2(τ) + a2(t(τ))θ̇2(τ)

= 2ṫẗ+ 2aȧṫθ̇2 + 2a2θ̇θ̈

= 2ṫẗ+ 4aȧṫθ̇2 − 2aȧṫθ̇2 + 2a2θ̇θ̈

= 2ṫ(ẗ− aȧθ̇2) + 2aθ̇(aθ̈ + 2ȧṫθ̇)
= 0.

Exercise 7.5. Let (M, g) be a Riemannian manifold and f ∈ C∞(M) be such that
∥(∇f) (p)∥g(p) = 1 for all p ∈ M . Show that the integral curves of ∇f are geodesics.

Solution. Let γ be an integral curve of ∇f , i.e. γ̇(t) = ∇f(γ(t)). We want to show that
Dtγ̇ = 0. For this, it suffices to show that ∇∇f∇f = 0, since Dtγ̇ = ∇∇f∇f |γ(t).

We show that g(∇X∇f, Y ) = g(∇Y ∇f,X), for all X, Y ∈ X(M):

0 = d2f(X, Y )
= X(df(Y )) − Y (df(X)) − df([X, Y ])
= X(g(∇f, Y )) − Y (g(∇f,X)) − g(∇f, [X, Y ])
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= g(∇X∇f, Y ) + g(∇f,∇XY ) − g(∇Y ∇f,X) − g(∇f,∇YX) − g(∇f, [X, Y ])
= g(∇X∇f, Y ) − g(∇Y ∇f,X) + g(∇f,∇XY − ∇YX − [X, Y ])
= g(∇X∇f, Y ) − g(∇Y ∇f,X).

We show that g(∇X∇f,∇f) = 0, for all X ∈ X(M):

0 = X(1)
= X(g(∇f,∇f))
= g(∇X∇f,∇f) + g(∇f,∇X∇f)
= 2g(∇X∇f,∇f).

Then, for all X ∈ X(M):

g(∇∇f∇f,X) = g(∇X∇f,∇f)
= 0.

Therefore ∇∇f∇f = 0.

Exercise 7.6 (homogeneous Riemannian manifold). Let (M, g) be a Riemannian man-
ifold. Consider the group of isometries of M :

Isom(M, g) = {ϕ : M −→ M | ϕ is an isometry}.

This group acts on M via

Isom(M, g) ×M −→ M

(ϕ, p) 7−→ ϕ(p).

M is homogeneous if this action is transitive (i.e. for all p, q ∈ M there exists a
ϕ ∈ Isom(M, g) such that ϕ(p) = q). Show that if M is homogeneous then M is
geodesically complete.

Solution. It suffices to assume that p ∈ M , v ∈ TpM has unit norm and that γ : I −→ M
is a geodesic with maximal interval of definition I such that 0 ∈ I, γ(0) = p and γ̇(0) = v,
and to prove that I = R. Assume by contradiction that I = (a, b), with a ̸= −∞ or
b ̸= +∞.

We derive a contradiction in the case where b ̸= +∞. There exists r > 0 such
that expp is defined on Br(0) ⊂ TpM . Choose ε ∈ (0, r) and define q = γ(b − ε) and
w = γ̇(b − ε). Since M is homogeneous, there exists an isometry ϕ : M −→ M such
that ϕ(p) = q. Since ϕ is an isometry, expq is defined on Br(0) ⊂ TqM . Define a curve
γ : (a, b− ε+ r) −→ M by the equation

γ(t) =
γ(t) if t ∈ (a, b)

expq((t− b+ ε)w) if t ∈ (b− ε− r, b− ε+ r)
.

Notice that expq((t−b+ε)w) is well defined if t ∈ (b−ε−r, b−ε+r) because expq is well
defined on Br(0) ⊂ TqM and w has unit norm. We need to check that γ is well defined,
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i.e. that if t ∈ (a, b) ∩ (b− ε− r, b− ε+ r) = (b− ε− r, b) then γ(t) = expq((t− b+ ε)w).
This is true, by the following informal computation:

expq((t− b− ε)w) = expexpp((b−ε)v)((t− b− ε)w)
= start at p, flow in the direction of v for b− ε seconds

(so now we are at q with tangent vector w)
then flow again for t− b− ε seconds in the direction of w

= start at p, flow in the direction of v for t seconds
= expp(tv)
= γ(t).

Then, γ is a geodesic and it is an extension of γ from (a, b) to (a, b − ε + r). This
contradicts the fact that I was the maximal interval of definition.

To derive a contradiction in the case where a ̸= −∞, proceed analogously as in the
proof of the case b ̸= +∞.
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8 Exercise sheet No. 8 - 14-01-2021
Exercise 8.1 (naturality of exponential map). Let ϕ : (M, gM) → (N, gN) be an isom-
etry. Denote by OM

p ⊂ TpM the domain of expMp and by ON
ϕ(p) ⊂ Tϕ(p)N the domain of

expNϕ(p). Show that Dϕ(p)(OM
p ) = ON

ϕ(p) and that the following diagram commutes

OM
p ON

ϕ(p)

M N

expMp

Dϕ(p)

expN
ϕ(p)

ϕ

.

Solution. We show that Dϕ|p(OM
p ) = ON

ϕ(p). To show that Dϕ|p(OM
p ) ⊂ ON

ϕ(p) it suffices
to assume that v ∈ OM

p ⊂ TpM (i.e. that the geodesic γM starting at p ∈ M with
initial velocity v ∈ TpM exists for t ∈ [0, 1]) and to prove that Dϕ|pv ∈ ON

ϕ(p) (i.e. that
the geodesic γN starting at ϕ(p) with initial velocity Dϕ|pv exists for t ∈ [0, 1]). By
naturality of the Levi-Civita connection, ϕ ◦ γM is a geodesic. Since

γN(0) = ϕ(p) = ϕ ◦ γM(0)
d
dt

∣∣∣∣
t=0
γN(t) = Dϕ|pv = d

dt

∣∣∣∣
t=0
ϕ ◦ γM(t)

and by uniqueness of geodesics with prescribed initial conditions, we conclude that γN =
ϕ ◦ γM . This proves that γN(t) is defined for t ∈ [0, 1]. To show that Dϕ|p(OM

p ) ⊃ ON
ϕ(p),

we apply the previous inclusion but reversing the roles of M and N and considering the
isometry ϕ−1 : N −→ M .

We show that the diagram commutes. For this, it suffices to assume that v ∈ OM
p ⊂

TpM and to prove that ϕ(expMp (v)) = expNϕ(p)(Dϕ|pv). Denote by γM the geodesic in M

which starts at p ∈ M with initial velocity v and denote by γN the geodesic in N which
starts at ϕ(p) ∈ N with initial velocity Dϕ|pv. By the same argument as in the first part
of this proof, γN = ϕ ◦ γM . Then,

ϕ(expMp (v)) = ϕ ◦ γM(1) [definition of expM ]
= γN(1) [γN = ϕ ◦ γM ]
= expNϕ(p)(Dϕ|pv) [definition of expN ].

Exercise 8.2 (local isometries). Let (M, gM), (N, gN) be Riemannian manifolds. A
smooth map ϕ : M −→ N is a local isometry if for every p ∈ M there exists U a
neighbourhood of p in M and V a neighbourhood of ϕ(p) in N such that ϕ(U) = V
and ϕ : U −→ V is an isometry. Assume that M is connected and that ϕ, ψ : M −→
N are local isometries such that there exists p ∈ M with ϕ(p) = ψ(p) and Dϕ|p =
Dψ|p : TpM −→ Tϕ(p)N . Show that ϕ = ψ.

Solution. Define

S = {p ∈ M | ϕ(p) = ψ(p) and Dϕ(p) = Dψ(p)}.

We want to show that S = M . S is closed and by assumption there exists p ∈ S. Then,
since M is connected it suffices to show that S is open. For this, it suffices to assume that
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p ∈ S ⊂ M and to prove that there exists a V ⊂ M open such that p ∈ V ⊂ S ⊂ M .
Let q = ϕ(p) = ψ(p) and T = Dϕ(p) = Dψ(q). Choose U,Uϕ, Uψ, V, Vϕ, Vψ open such
that in the following diagram every arrow is well defined (i.e. maps its domain to its
target) and a bijection and the following diagram commutes:

Tψ(p)N TpM Tϕ(p)N

Uψ U Uϕ

Vψ V Vϕ

N M N

expN
ψ(p)

⊂

Dψ(p) Dϕ(p)

⊂

expMp

⊂

expN
ϕ(p)

⊂

ψ ϕ⊂ ⊂

.

This can be achieved by using the fact that ϕ, ψ are local isometries, by exercise 8.1,
and by rescaling the open sets appropriately. By construction, p ∈ V . We show that
V ⊂ S. For every u ∈ U ,

ψ(expMp (u)) = expNψ(p)(Dψ(p)u)
= expNq (Tu)
= expNϕ(p)(Dϕ(p)u)
= ϕ(expMp (u)).

Since expMp : U −→ V is a bijection, we conclude that ϕ = ψ on the open set V . This
implies that Dϕ(p) = Dψ(p) for every p ∈ V .
Exercise 8.3 (complete submanifold).

(a) Let N be a complete Riemannian manifold and M be an embedded submanifold
of N such that M is a closed subset of N . Show that M is complete.

(b) Give an example of a complete Riemannian manifold N and a closed immersed
submanifold M of N such that M is not complete.

Solution. (a): It suffices to assume that (xn)n ⊂ M is a sequence in M which is Cauchy
with respect to dM and to prove that (xn)n converges to x ∈ M with respect to dM .
Notice that dM(x, y) ≥ dN(x, y), because there are more curves in N than in M joining
x and y. Also, since M is an embedded submanifold, the topology of M is equal to the
subspace topology.

(xn)n ⊂ M is Cauchy with respect to dM

=⇒ (xn)n ⊂ M is Cauchy with respect to dN [dM(x, y) ≥ dN(x, y)]
=⇒ (xn)n ⊂ N converges to x ∈ N with respect to dN [N is complete]
=⇒ (xn)n ⊂ M converges to x ∈ M with respect to dM [M is closed, embedded].

(b): Consider N = R2 and M = (0,+∞), with immersion ι : M −→ N represented
in figure 8.1:

Then, N is complete, ι(M) ⊂ N is closed, and ι is an immersion, but M is not
complete.
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Exercise 8.4 (adjoint representations). Let G be a Lie group.

(a) Define C : G −→ Diff(G), g 7−→ Cg, via Cg(h) = ghg−1. Show that C is a Lie
group action (the group action by conjugation), i.e. that Cgh = CgCh.

(b) Define Ad: G −→ GL(g), g 7−→ Adg, via Adg(X) = DCg(e)X. Show that Ad is
a Lie group representation (the adjoint representation of G), i.e. that Adgh =
Adg Adh.

(c) Define ad: g −→ gl(g), X 7−→ adX , by adX(Y ) = [X, Y ]. Show that ad is a
Lie algebra representation (the adjoint representation of g), i.e. that ad[X,Y ] =
[adX , adY ].

(d) Show that adX = D Ad(e)X.

(e) Let ⟨·, ·⟩ be an inner product on g and g be the unique left-invariant Riemannian
metric on G such that ge = ⟨·, ·⟩. Show that g is right invariant if and only if ⟨·, ·⟩
is Ad-invariant.

(f) Show that if ⟨·, ·⟩ is Ad-invariant then adX is anti-symmetric with respect to ⟨·, ·⟩,
i.e. ⟨adX Y, Z⟩ + ⟨Y, adX Z⟩ = 0.

Solution. (a):

Cgh(l) = ghl(gh)−1 [definition of C]
= ghlh−1g−1

= gCh(l)g−1 [definition of C]
= CgCh(l) [definition of C].

(b):

Adgh = DCgh(e) [definition of Ad]
= DCg(e)DCh(e) [chain rule]
= Adg Adh [definition of Ad].
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(c):

ad[X,Y ] Z = [[X, Y ], Z] [definition of ad]
= −[[Y, Z], X] − [[Z,X], Y ] [Jacobi identity]
= [X, [Y, Z]] − [Y, [X,Z]] [[·, ·] is anti-symmetric]
= adX([Y, Z]) − adY ([X,Z]) [definition of ad]
= adX adY (Z) − adY adX(Z) [definition of ad]
= [adX , adY ](Z) [definition of [·, ·] on gl(g)].

(d): It suffices to assume that V,W ∈ g and to prove that (D Ad(e)V )W = adV W .
Denote by XV , XW the left invariant vector fields in G that equal V,W at the identity.

(D Ad(e)V )W

= d
dt

∣∣∣∣
t=0

Adexp(tV ) W [definition of derivative]

= d
dt

∣∣∣∣
t=0

DCexp(tV )(e)W [definition of Ad]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

Cexp(tV )(exp(sW )) [definition of derivative]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

exp(tV ) exp(sW ) exp(−tV ) [definition of C]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

ϕtXV (e) · ϕsXW (e) · ϕ−t
XV (e) [definition of exp]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

ϕtXV (e) · ϕ−t
XV (ϕsXW (e)) [XV is left invariant]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

ϕ−t
XV (e)(ϕtXV (e) · ϕsXW (e)) [XV is left invariant]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

ϕ−t
XV (ϕsXW (ϕtXV (e))) [XW is left invariant]

= d
dt

∣∣∣∣
t=0

d
ds

∣∣∣∣
s=0

ϕ−t
XV ◦ ϕsXW (ϕtXV (e))

= d
dt

∣∣∣∣
t=0

((ϕ−t
XV )∗X

W )|e [definition of push forward]

= LXVXW |e [definition of Lie derivative]
= [XV , XW ]Ge [LXY = [X, Y ]]
= [V,W ]g [definition of [·, ·]g]
= adV W [definition of ad].

(e): We show that g is right-invariant if and only if ge = ⟨·, ·⟩ is Ad-invariant:

g is right-invariant
⇐⇒ ∀h ∈ G : R∗

hg = g

⇐⇒ ∀h, l ∈ G : ∀u, v ∈ TlG :
glh
(
DRh(l) · u,DRh(l) · v

)
= gl

(
u, v

)
⇐⇒ ∀h, l ∈ G : ∀u, v ∈ TlG :
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ge
(
DL(lh)−1(lh)DRh(l) · u,DL(lh)−1(lh)DRh(l) · v

)
= ge

(
DLl−1(l) · u,DLl−1(l) · v

)
⇐⇒ ∀h, l ∈ G : ∀u, v ∈ TlG :

ge
(
DLh−1(h)DRh(e)DLl−1(l) · u,DLh−1(h)DRh(l)DLl−1(l) · v

)
= ge

(
DLl−1(l) · u,DLl−1(l) · v

)
⇐⇒ ∀h ∈ G : ∀u, v ∈ TeG :

ge
(
DLh(h−1)DRh−1(e) · u,DLh(h−1)DRh−1(e) · v

)
= ge

(
u, v

)
⇐⇒ ∀h ∈ G : ∀u, v ∈ TeG : ge(Adh u,Adh v) = ge(u, v)
⇐⇒ ge is right invariant.

(f): For all t ∈ R, ⟨Y, Z⟩ = ⟨Adexp(tX) Y,Adexp(tX) Z⟩. Differentiating this expression,

0 = d
dt

∣∣∣∣
t=0

⟨Y, Z⟩

= d
dt

∣∣∣∣
t=0

⟨Adexp(tX) Y,Adexp(tX) Z⟩

=
〈 d

dt

∣∣∣∣
t=0

Adexp(tX) Y,Adexp(tX) Z
〉

+
〈

Adexp(tX) Y,
d
dt

∣∣∣∣
t=0

Adexp(tX) Z
〉

= ⟨adX Y, Z⟩ + ⟨Y, adX Z⟩.

Exercise 8.5 (bi-invariant metric). Let G be a compact Lie group. Let ⟨·, ·⟩ be an inner
product on g = TeG and dh be a Right invariant measure on G. Define g to be the
unique left-invariant Riemannian metric on G which at the identity is given by

ge(u, v) =
∫
G

⟨Adh u,Adh v⟩dh

for all u, v ∈ g = TeG. Show that g is right-invariant.

Solution. We show that ge is Ad-invariant. For this, it suffices to assume that l ∈ G,
u, v ∈ g and to prove that ge(Adl u,Adl v) = ge(u, v).

ge(Adl u,Adl v)
=
∫
G

⟨Adh Adl u,Adh Adl v⟩dh [definition of ge]

=
∫
G

⟨Adhl u,Adhl v⟩dh [Ad is a representation]

=
∫
G

⟨Adhl u,Adhl v⟩d(hl) [dh is right invariant]

=
∫
G

⟨Adh u,Adh v⟩d(h) [change of variables]
= ge(u, v) [definition of ge].

Exercise 8.6 (Riemannian and Lie group exponential). Let G be a Lie group, with
a bi-invariant Riemannian metric g. Denote by expRM : TeG −→ G the Riemannian
exponential map and denote by expLG : TeG −→ G the Lie group exponential map.

(a) Show that for all X, Y ∈ X(G) left invariant vector fields on G we have that
∇XY = 1

2 [X, Y ].
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(b) Conclude that if X is a left invariant vector field, then the flow lines of X are
geodesics and that expRM = expLG.

Solution. (a): It suffices to assume that X, Y, Z are left invariant vector fields and to
prove that 2(∇XY, Z) = ⟨[X, Y ], Z⟩.

2⟨∇XY, Z⟩
= X · ⟨Y, Z⟩ + Y · ⟨X,Z⟩ − Z · ⟨X, Y ⟩

− ⟨[X,Z], Y ⟩ − ⟨[Y, Z], X⟩ + ⟨[X, Y ], Z⟩ [Koszul formula]
= − ⟨[X,Z], Y ⟩ − ⟨[Y, Z], X⟩ + ⟨[X, Y ], Z⟩ [⟨X, Y ⟩, ⟨X,Z⟩, ⟨Y, Z⟩ are constant]
= ⟨[X, Y ], Z⟩ + ⟨[Z,X], Y ⟩ + ⟨X, [Z, Y ]⟩ [reorder terms]
= ⟨[X, Y ], Z⟩ [by exercise 8.4].

(b): If X is a left invariant vector field, then it’s flow lines are geodesics because
∇XX = 1/2[X,X] = 0. To show that expRM = expLG, it suffices to assume that X is a
left invariant vector field in G and to prove that expRM(Xe) = expLG(Xe). By definition
of expRM , expRM(Xe) = γ(1) where γ is the unique geodesic such that γ(0) = e and
γ̇(0) = Xe. By definition of expLG, expLG(Xe) = ϕ1

X(e), where ϕtX is the time-t flow of
X. Since flow lines of X are geodesics, ϕ1

X(e) = γ(1).
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9 Exercise sheet No. 9 - 21-01-2021
Exercise 9.1 (curvature of Lie group, from [GN14]). Let G be a Lie group with a
bi-invariant metric g. Show that if X, Y, Z are left invariant vector fields on G, then

R(X, Y )Z = 1
4[Z, [X, Y ]].

Solution. Recall that if X, Y are left invariant vector fields then

∇XY = 1
2[X, Y ]. (1)

Then,

R(X, Y )Z = ∇X∇YZ − ∇Y ∇XZ − ∇[X,Y ]Z [by definition of curvature]

= 1
2∇X [Y, Z] − 1

2∇Y [X,Z] − ∇[X,Y ]Z [by (1)]

= 1
4[X, [Y, Z]] − 1

4[Y, [X,Z]] − 1
2[[X, Y ], Z] [by (1)]

= 1
4[X, [Y, Z]] + 1

4[Y, [Z,X]] + 1
2[Z, [X, Y ]] [[·, ·] is antisymmetric]

= 1
4[Z, [X, Y ]] [Jacobi identity].

Exercise 9.2 (rescaling the metric, from [GN14]). Let M be a manifold, ρ > 0 be a real
number, and g1, g2 be Riemannian metrics on M such that g1 = ρg2. Show that

(a) ∇1
XY = ∇2

XY ;

(b) R1(X, Y )Z = R2(X, Y )Z and R1(X, Y, Z,W ) = ρR2(X, Y, Z,W );

(c) κ1(X, Y ) = ρ−1κ2(X, Y ), for X, Y ∈ TpM linearly independent;

(d) Ric1 = Ric2;

(e) S1 = ρ−1S2.

Solution. (a):

2⟨∇1
XY, Z⟩1 = X⟨Y, Z⟩1 + Y ⟨X,Z⟩1 − Z⟨X, Y ⟩1 [Koszul formula for ∇1]

−⟨[X,Z], Y ⟩1 − ⟨[Y, Z], X⟩1 − ⟨[X, Y ], Z⟩1

= ρX⟨Y, Z⟩2 + ρY ⟨X,Z⟩2 − ρZ⟨X, Y ⟩2 [g1 = ρg2]
−ρ⟨[X,Z], Y ⟩2 − ρ⟨[Y, Z], X⟩2 − ρ⟨[X, Y ], Z⟩2

= 2ρ⟨∇2
XY, Z⟩2 [Koszul formula for ∇2]

= 2⟨∇2
XY, Z⟩1 [g1 = ρg2].

(b):

R1(X, Y )Z = ∇1
X∇1

YZ − ∇1
Y ∇1

XZ − ∇1
[X,Y ]Z [definition of R1 as a (3, 1)-tensor]

= ∇2
X∇2

YZ − ∇2
Y ∇2

XZ − ∇2
[X,Y ]Z [by (a)]
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= R2(X, Y )Z [definition of R2 as a (3, 1)-tensor].

and

R1(X, Y, Z,W ) = ⟨R1(X, Y )Z,W ⟩1 [definition of R1 as a (4, 0)-tensor]
= ⟨R2(X, Y )Z,W ⟩1 [by the computation above]
= ρ⟨R2(X, Y )Z,W ⟩2 [g1 = ρg2]
= ρR2(X, Y, Z,W ) [definition of R2 as a (4, 0)-tensor].

(c):

κ1(X, Y ) = R1(X, Y, Y,X)
∥X∥2

1∥Y ∥2
1 − ∥X, Y ∥1

[definition of κ1]

= ρR2(X, Y, Y,X)
ρ2∥X∥2

2∥Y ∥2
2 − ρ2∥X, Y ∥2

[by (b)]

= 1
ρ
κ2(X, Y ) [by definition of κ2].

(d): It suffices to assume that p ∈ M , X, Y ∈ TpM , and to prove that (Ric1)p(X, Y ) =
(Ric2)p(X, Y ). For i = 1, 2, define a linear map Ti : TpM −→ TpM via Ti(Z) =
Ri(X, Y )Z. Then, T1 = T2:

T1(Z) = R1(X, Y )Z [by definition of T1]
= R2(X, Y )Z [by (b)]
= T2(Z) [by definition of T2].

Therefore,

(Ric1)p(X, Y ) = trT1 [by definition of Ric1]
= trT2 [by the above computation]
= (Ric2)p(X, Y ) [by definition of Ric2].

(e): It suffices to assume that p ∈ M and to prove that S1(p) = S2(p). Choose
E1, . . . , En a g1-orthonormal basis of TpM . Then, √

ρE1, . . . ,
√
ρEn is a g2-orthonormal

basis of TpM :

⟨√ρEi,
√
ρEj⟩2 = 1

ρ
⟨√ρEi,

√
ρEj⟩1

= ⟨Ei, Ej⟩1

= δij.

Therefore,

S1(p) =
n∑
i=1

Ric1(Ei, Ei) [by definition of S1]

=
n∑
i=1

Ric2(Ei, Ei) [by (d)]

= 1
ρ

n∑
i=1

Ric2(
√
ρEi,

√
ρEi) [Ric2 is a tensor, hence bilinear]

= 1
ρ
S2(p) [by definition of S2].
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Exercise 9.3 (from [GN14]). Let (M, g) be a 3-dimensional Riemannian manifold. Show
that the curvature tensor is determined by the Ricci curvature tensor. More precisely,
assume that R,R′ are covariant 4-tensors satisfying the same identities as the curvature
tensor and let Ric,Ric′ be given by Ricij = Rkijk, Ric′

ij = R′
kijk. Show that if Ric = Ric′

then R = R′.

Solution. Consider the identities satisfied by the curvature tensor, as well as the identity
saying that the trace is 0:

Rijkl = −Rjikl (2a)
Rijkl = Rklij (2b)

Rijkl +Rjkil +Rkijl = 0 (2c)
Rkijk = 0. (2d)

Define vector spaces

V = {R | R is a covariant 4-tensor satisfying (2a), (2b), (2c)}
W = {S | S is a symmetric covariant 2-tensor}

and a linear map ϕ : V −→ W given by (ϕ(R))ij = Rkijk. With this language, what we
wish to show is that ϕ is injective. Define

U = kerϕ
= {R | R is a covariant 4-tensor satisfying (2a), (2b), (2c), (2d)}.

We will compute the dimension of U as a function of the dimension of M , and we will
see that if dimM = 3 then dimU = 0. Denote n = dimM and

X := {R | R is a covariant 4-tensor satisfying (2a), (2b)},
N3 := number of equations in (2c) independent from (2a), (2b),
N4 := number of equations in (2d) independent from (2a), (2b).

Then

dimU = dimX −N3 −N4.

We compute dimX. For this, let R be an element of X and write R as an n2 × n2

matrix 
R1111 R1112 · · · R11nn
R1211 R1212 · · · R12nn

... ... . . . ...
Rnn11 Rnn12 · · · Rnnnn

 .
(2b) says that this matrix is symmetric and (2a) says that in this matrix, each row and
column assembles into an n × n antisymmetric matrix. The number of independent
components of an n× n antisymmetric matrix is

m = n(n− 1)
2 .
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So, dimX is equal to the number of independent components of an m × m symmetric
matrix, that is

dimX = m(m+ 1)
2 = 1

2
n(n− 1)

2

(
n(n− 1)

2 + 1
)
.

We compute N3. For each tuple of 4 indices i, j, k, l ∈ {1, . . . , n}, (2c) gives us an
equation. However, some of these equations will be linearly dependent.

• If the first 3 indices are permuted evenly, we get the same equation. For example:

ijkl : 0 = Rijkl +Rjkil +Rkijl

jkil : 0 = Rjkil +Rkijl +Rijkl

• If the fist 3 indices are permuted oddly, we get the same equation. For example:

ijkl : 0 = Rijkl +Rjkil +Rkijl

jikl : 0 = Rjikl +Rikjl +Rkjil

= −Rijkl −Rkijl −Rjkil

• If we permute the last and second last indices, we get the same equation:

ijkl : 0 = Rijkl +Rjkil +Rkijl

ijlk : 0 = Rijlk +Rjlik +Rlijk

= −Rijkl +Rikjl +Rjkli

= −Rijkl −Rkijl −Rjkil

Therefore, we get a different equation for each unordered set of indices {i, j, k, l}, and

N3 =

(
n
4

)
if n ≥ 3

0 if n < 3
.

We compute N4. For each tuple of indices i, j ∈ {1, . . . , n}, we get an equation
Rkijk = 0. But, the equations for ij and those for ji are the same:

Rkijk = Rjkki = −Rkjki = Rkjik.

Therefore,

N4 = n(n+ 1)
2 .

Then, if n ≥ 3

dimU = dimX −N3 −N4

= 1
2
n(n− 1)

2

(
n(n− 1)

2 + 1
)

−
(
n

4

)
− n(n+ 1)

2

= 1
12n(n+ 1)(n+ 2)(n− 3)

and dimU = 0 if n = 3.
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Exercise 9.4 (totally geodesic submanifolds of model spaces).

(a) Let M ⊂ (Sn, gSn) be an embedded submanifold of dimension m. Show that M
is a connected complete totally geodesic submanifold if and only if there exists
φ ∈ Isom(Sn, gSn) such that φ(M) = Sm := {(x1, ..., xn+1) ∈ Sn | xm+2 = · · · =
xn+1 = 0}.

(b) Let M ⊂ (Hn, gHn) be an embedded submanifold of dimension m. Show that M is
a connected complete totally geodesic submanifold if and only if there exists φ ∈
Isom(Hn, gHn) such that φ(M) = Hm := {(x1, ..., xn) ∈ Hn | xm = · · · = xn−1 = 0}.

Solution. (a): We show that Sm ⊂ Sn is totally geodesic. To see this, it suffices to
assume that γ : I −→ Sm is a geodesic in Sm and to prove that ι ◦ γ : I −→ Sn is a
geodesic in Sn.

γ is a geodesic on Sm

⇐⇒ ∀t ∈ I : γ̈(t) ⊥ Sm

⇐⇒ ∀t ∈ I : γ̈(t) is proportional to γ(t)
⇐⇒ ∀t ∈ I : (ι ◦ γ)′′(t) ⊥ Sn

⇐⇒ ι ◦ γ is a geodesic on Sn.

Implication (⇐=) now follows because M is isometric to the connected, complete,
totally geodesic submanifold Sm.

We prove the implication (=⇒). Choose p ∈ M and x ∈ Sm. Recall that the group
of isometries of (SnR, gSnR) acts transitively (proven in the lecture notes) on the set

Sn
R = {(p, E1, . . . , En) | p ∈ SnR, E1, . . . , En is an orthonormal basis of TpSnR}.

Then, there exists φ ∈ Isom(Sn, gSn) such that φ(p) = x and Dφ(p)TpM = TxS
m. So,

φ(M) and Sm are connected, complete, totally geodesic submanifolds and Txφ(M) =
TxS

m. This implies that φ(M) = Sm.
(b): We show that Hm ⊂ Hn is totally geodesic. To see this, it suffices to assume

that γ : I −→ Hm is a geodesic in Hm and to prove that ι ◦ γ : I −→ Hn is a geodesic in
Hn.

γ is a geodesic on Hm

⇐⇒ γ = is a vertical half-line or a semicircle w. centre on {xm = 0}
=⇒ ι ◦ γ = is a vertical half-line or a semicircle w. centre on {xn = 0}
⇐⇒ ι ◦ γ is a geodesic on Hn

R.

The remainder of the solution is analogous. Implication (⇐=) now follows because
M is isometric to the connected, complete, totally geodesic submanifold Hm.

We prove the implication (=⇒). Choose p ∈ M and x ∈ Hm. Recall that the group
of isometries of (Hn

R, gHnR) acts transitively (proven in the lecture notes) on the set

Hn
R = {(p, E1, . . . , En) | p ∈ Hn

R, E1, . . . , En is an orthonormal basis of TpHn
R}.

Then, there exists φ ∈ Isom(Hn, gHn) such that φ(p) = x and Dφ(p)TpM = TxHm. So,
φ(M) and Hm are connected, complete, totally geodesic submanifolds and Txφ(M) =
TxHm. This implies that φ(M) = Hm.
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10 Exercise sheet No. 10 - 28-01-2021
Exercise 10.1 (sectional curvature of model spaces).

(a) Show that (Rn, gRn) has constant sectional curvature κRn = 0.

(b) Show that (SnR, gSnR) has constant sectional curvature κSnR = 1/R2, using the fol-
lowing facts:

• The group of isometries of (SnR, gSnR) acts transitively (proven in the lecture
notes) on the set

Sn
R = {(p, E1, . . . , En) | p ∈ SnR, E1, . . . , En is an orthonormal basis of TpSnR}.

• The maps ι : R3 −→ Rn+1, ι : S2
R −→ SnR given by ι(x, y, z) = (x, y, 0, . . . , 0, z)

are isometric embeddings and S2
R −→ SnR is totally geodesic.

• The metric and nonzero Christoffel symbols of S2
R are given in spherical co-

ordinates by

g = R2(dθ ⊗ dθ + sin2 θdφ⊗ dφ)
Γθφφ = − sin θ cos θ

Γφθφ = Γφφθ = cos θ
sin θ .

(c) Show that (Hn, gHn) has constant sectional curvature κHn = −1/R2, using the same
reasoning as above. The metric and nonzero Christoffel symbols of (Hn, gHn) are
given by:

g = R2

y2 (dx⊗ dx+ dy ⊗ dy)

Γxxy = Γxyx = −Γyxx = Γyyy = −1
y
.

Solution. (a):

Γkij = 0 [Levi-Civita connection of Rn]
=⇒ Rijkl [formula for Rijkl in local coordinates]
=⇒ κ = 0 [definition of κ].

(b): Denote by N the north pole of S2
R and SnR and define σ = im Dι(N). Since

Isom(SnR, gSnR) acts transitively on Sn
R, (SnR, gSnR) has constant curvature κSnR = κ

SnR
N (σ).

Since S2
R −→ SnR is totally geodesic, the second fundamental form of S2

R −→ SnR is
zero. Therefore, the Levi-Civita connection of S2

R is the restriction of that of SnR, and
analogously for the curvature tensors and the scalar curvature. So, we can compute κSnR
as follows:

κS
n
R = κ

SnR
N (σ)

= κ
S2
R
N (TNS2

R)
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= Rθφφθ

∥∂θ∥2∥∂φ∥2

= 1
∥∂θ∥2∥∂φ∥2 gαθ

(
∂θΓαφφ − ∂φΓαθφ + ΓβφφΓαθβ − ΓβθφΓαφβ

)
= 1

∥∂θ∥2∥∂φ∥2 gθθ
(
∂θΓθφφ − ∂φΓθθφ + ΓθφφΓθθθ − ΓφθφΓθφφ

)
= 1
R2R2 sin2 θ

R2
(
∂

∂θ
(− sin θ cos θ) + sin θ cos θcos θ

sin θ

)
= 1
R2 sin2 θ

(
− cos2 θ + sin2 θ + cos2 θ

)
= 1
R2 .

(c): Recall that

Hn
R = {(x1, . . . , xn) ∈ Rn | xn > 0}

and (gHnR)ij = R2

x2
n
δij.

The map ι : H2
R −→ Hn

R given by ι(x, y) = (x, 0, . . . , 0, y) is an isometric embedding.
Let N denote the north pole for H2 and Hn, σ = im Dι(N) and Hσ = im ι. Since
Isom(Hn

R, gHnR) acts transitively (proven in the lecture notes) on

Hn
R = {(p, E1, . . . , En) | p ∈ Hn

R, E1, . . . , En is an orthonormal basis of TpHn
R},

(Hn
R, gHnR) has constant curvature κHnR = κ

HnR
N (σ).

Since H2
R −→ Hn

R is totally geodesic, the second fundamental form of H2
R −→ Hn

R is
zero. Therefore, the Levi-Civita connection of H2

R is the restriction of that of Hn
R, and

analogously for the curvature tensors and the scalar curvature. So, we can compute κHnR
as follows:

κH
n
R = κ

HnR
N (σ)

= κ
H2
R

N (TNH2
R)

= Rxyyx

∥∂x∥2∥∂y∥2

= 1
∥∂x∥2∥∂y∥2 gαx

(
∂xΓαyy − ∂yΓαxy + ΓβyyΓαxβ − ΓβxyΓαyβ

)
= 1

∥∂x∥2∥∂y∥2 gxx
(
∂xΓxyy − ∂yΓxxy + ΓyyyΓxxy − ΓxxyΓxyx

)
= 1

R2

y2
R2

y2

R2

y2

(
∂

∂y

(
−1
y

)
+
(

−1
y

)(
−1
y

)
−
(

−1
y

)(
−1
y

))

= y2

R2

(
− 1
y2

)
= − 1

R2 .

Exercise 10.2. Let (M, g) be a 2-dimensional Riemannian manifold. Show that for
every p ∈ M we have that S(p) = 2κp.
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Solution. Let p ∈ M and {E1, E2} be an orthonormal basis of TpM . Then,

S(p) = Ric(E1, E1) + Ric(E2, E2) [by definition of S]
= R(E1, E1, E1, E1) + R(E2, E1, E1, E2) [by definition of Ric]

+ R(E1, E2, E2, E1) + R(E2, E2, E2, E2)
= R(E2, E1, E1, E2) + R(E1, E2, E2, E1) [identities of R]
= 2R(E1, E2, E2, E1) [identities of R]

= 2 R(E1, E2, E2, E1)
∥E1∥2∥E2∥2 − ⟨E1, E2⟩2 [{E1, E2} is orthonormal]

= 2κ(p) [by definition of κ].

Exercise 10.3. Let (N, h) be a Riemannian manifold and f : N −→ R be a smooth
function such that 0 is a regular value of f , i.e. ∇f(p) ̸= 0 for any p ∈ f−1(0). Since 0
is a regular value of f , M := f−1(0) is a smooth hypersurface of N . Show that:

(a) The vector field n = ∇f
∥∇f∥ is a unit normal vector field defined in a neighbourhood

of M and L(X) := L(n,X) = 1
∥∇f∥(∇X∇f)⊤.

(b) bn(X, Y ) = − 1
∥∇f∥⟨∇X∇f, Y ⟩ = − 1

∥∇f∥ Hess(f)(X, Y ).

(c) If X, Y are orthonormal, then

κM(X, Y ) = κN(X, Y ) + 1
∥∇f∥2 det

(
Hess(f)(X,X) Hess(f)(X, Y )
Hess(f)(X, Y ) Hess(f)(Y, Y )

)
.

Solution. (a): The vector n = ∇f
∥∇f∥ is well defined in a neighbourhood of M because

∇f(p) ̸= 0 for every p ∈ M . Also, n has unit norm. We show that ∇f is normal to M .
For this, it suffices to assume that X ∈ X(M) and to prove that ⟨∇f,X⟩ = 0:

⟨∇f,X⟩ = df(X) [by definition of gradient]
= X(f) [by definition of exterior derivative]
= 0 [M = f−1(0) and X ∈ X(M)].

We prove the formula for L:

L(n,X) = (∇Xn)⊤ [by definition of L(n,X)]

=
(

∇X

( ∇f
∥∇f∥

))⊤
[by definition of n]

=
(
X
( 1

∥∇f∥

)
∇f + 1

∥∇f∥
∇X∇f

)⊤
[Leibniz rule]

= X
( 1

∥∇f∥

)
∇f⊤ + 1

∥∇f∥
(∇X∇f)⊤

= 1
∥∇f∥

(∇X∇f)⊤ [∇f is normal to M ].

(b): We prove the first formula for bn:

bn(X, Y ) = −⟨L(n,X), Y ⟩ [definitions of Ln and bn]
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= − 1
∥∇f∥

⟨(∇X∇f)⊤, Y ⟩ [by (a)].

= − 1
∥∇f∥

⟨∇X∇f, Y ⟩ [Y is tangent to M ].

We prove the formula for the Hessian:

Hess(f)(X, Y ) := (∇df)(X, Y ) [by definition of Hessian]
= (∇Xdf)(Y ) [definition of total covariant derivative]
= ∇X(df(Y )) − df(∇XY ) [covariant derivative of a form]
= ∇X⟨∇f, Y ⟩ − ⟨∇f,∇XY ⟩ [by definition of gradient]
= ⟨∇X∇f, Y ⟩ [∇ is compatible with h].

(c):

κM(X, Y ) − κN(X, Y )

= ⟨B(X,X), B(Y, Y )⟩ − ∥B(X, Y )∥2

∥X∥2∥Y ∥2 − ⟨X, Y ⟩2 [proven in the lecture notes]

= ⟨B(X,X), B(Y, Y )⟩ − ∥B(X, Y )∥2 [X, Y are orthonormal]
= ⟨b(X,X)n, b(Y, Y )n⟩ − ∥b(X, Y )n∥2 [(TpM)⊥ is 1-dimensional]
= b(X,X)b(Y, Y ) − b(X, Y )2

= det
(
b(X,X) b(X, Y )
b(X, Y ) b(Y, Y )

)
[by definition of determinant]

= 1
∥∇f∥2 det

(
Hess(f)(X,X) Hess(f)(X, Y )
Hess(f)(X, Y ) Hess(f)(Y, Y )

)
[by (b)].
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11 Exercise sheet No. 11 - 04-02-2021
Exercise 11.1 (Local Uniqueness of Constant Curvature Metrics). Let (M, g) and (N, h)
be Riemannian manifolds with constant sectional curvature C. Show that M and N are
locally isometric, i.e. that for any p ∈ M , q ∈ N , there exist neighbourhoods U of p in
M and V of q in N and an isometry f : U −→ V .

Solution. Choose (U, ϕ), (V, ψ) normal coordinate charts around p and q respectively,
such that O := ϕ(U) = ψ(V ) ⊂ Rn (this condition can be arranged by resizing the sets
U and V ). Consider the following commutative diagram:

(M, g) (U, g) (O, (ϕ−1)∗g) Rn

(N, h) (V, h) (O, (ψ−1)∗h) Rn

f :=ψ−1◦idO ◦ϕ

ϕ

idO

ψ

.

By the proposition describing the metric (of a manifold with constant sectional curvature)
with respect to normal coordinates, idO : (O, (ϕ−1)∗g) −→ (O, (ψ−1)∗h) is an isometry
and f : ψ−1 ◦ idO ◦ϕ : (U, g) −→ (V, h) is an isometry.

Exercise 11.2. Let (M, g) be a Riemannian manifold, p ∈ M and γ : [0, a] → M be a
geodesic with γ(0) = p and γ̇(0) = V ∈ TpM . Let W ∈ TpM be a unit norm vector and
let J be the Jacobi field along γ with J(0) = 0 and (DtJ) (0) = W . Show that:

(a) ∥J(t)∥2
γ(t) can be approximated near t = 0 by

∥J(t)∥2
γ(t) = t2 − t4

3 gp(R(W,V )V,W ) +O(t5).

(b) If γ is parametrized by arc-length, V,W are orthogonal, and σ = span{V,W}, then
we can approximate ∥J(t)∥2

γ(t) by

∥J(t)∥2
γ(t) = t2 − t4

3 κp(σ) +O(t5),

∥J(t)∥γ(t) = t− t3

6 κp(σ) +O(t4).

Solution. (a): We recall that if ξ ∈ TpM , γ(t) = expp(tξ) and Y , Z are Jacobi fields
along γ such that Y (0) = 0, (DtY )(0) = η and Z(0) = 0, (DtZ)(0) = ζ, then

⟨Y (t), Z(t)⟩γ(t) = t2⟨η, ζ⟩p − t4

3 ⟨R(η, ξ)ξ, ζ⟩p +O(t5).

Applying this expression with ξ = V , η = ζ = W and Y = Z = J we conclude that

∥J(t)∥2
γ(t) = t2∥W∥2

p − t4

3 ⟨R(W,V )V,W ⟩p +O(t5)

= t2 − t4

3 ⟨R(W,V )V,W ⟩p +O(t5).
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(b): We compute the sectional curvature at p with respect to σ = span{V,W}:

κp(σ) = R(W,V, V,W )
∥W∥2∥V ∥2 − ⟨W,V ⟩2 [by definition of κp(σ)]

= R(W,V, V,W ) [ {V,W} is an orthonormal basis of σ]
= ⟨R(W,V )V,W ⟩ [by definition of R(·, ·, ·, ·)].

Therefore, by (a),

∥J(t)∥2
γ(t) = t2 − t4

3 ⟨R(W,V )V,W ⟩p +O(t5)

= t2 − t4

3 κp(σ) +O(t5).

Let now f(t) = t− t3

6 κp(σ) +O(t4). Then,

f 2(t) =
(
t− t3

6 κp(σ) +O(t4)
)2

= t2 − t4

3 κp(σ) +O(t5)

= ∥J(t)∥2
γ(t).

Therefore ∥J(t)∥γ(t) = f(t) = t− t3

6 κp(σ) +O(t4).

Exercise 11.3 (Radial Gauss Lemma). Let (M, g) be a Riemannian manifold, p ∈ M ,
W,V ∈ TpM , and γ(t) = expp(tV ). Show that〈

D expp(tV )(W ),D expp(tV )V
〉
γ(t)

=
〈
W,V

〉
p
.

Solution. There exists a unique λ ∈ R and U ∈ TpM orthogonal to V such that W =
U + λV . Let X, Y , Z be the Jacobi vector fields along γ with initial conditions

X(0) = 0, (DtX)(0) = U,

Y (0) = 0, (DtY )(0) = λV,

Z(0) = 0, (DtZ)(0) = W.

Notice that Z = X + Y . By the formula for the derivative of the exponential map,

D expp(tV )W = Z(t),

D expp(tV )V = 1
λ
Y (t).

D expp(tV )V can also be computed as

D expp(tV )V = d
ds

∣∣∣∣
s=0

expp(tV + sV ) [by definition of derivative]

= d
ds

∣∣∣∣
s=0

γ(t+ s) [by definition of γ]

= γ̇(t).

65



Then, 〈
D expp(tV )(W ),D expp(tV )V

〉
γ(t)

= 1
λ

⟨Z(t), Y (t)⟩γ(t)

= 1
λ

⟨X(t) + Y (t), Y (t)⟩γ(t)

= 1
λ

⟨Y (t), Y (t)⟩γ(t)

= λ∥γ̇(t)∥2
γ(t).

Therefore,〈
D expp(tV )(W ),D expp(tV )V

〉
γ(t)

= λ∥γ̇(t)∥2
γ(t) [by the computation above]

= λ∥γ̇(0)∥2
γ(t) [γ is a geodesic]

=
〈
D expp(0)(W ),D expp(0)V

〉
γ(0)

[by the computation above]
= ⟨W,V ⟩γ(0). [D expp(0) = id].

Exercise 11.4 (boundary problems for Jacobi fields). Let (M, g) be a Riemannian
manifold and γ : [0, 1] −→ M be a geodesic. Show that the two-point boundary problem
for Jacobi fields admits a unique solution for every pair of vectors X ∈ Tγ(0)M and
Y ∈ Tγ(1)M if and only if γ(0) and γ(1) are not conjugate along γ.

Solution. Define p = γ(0), q = γ(1) and V = γ̇(0), so that γ(t) = expp(tV ). Define the
notions of one point boundary problem and two point boundary problem: a vector field
J along γ is a solution of

• the one point boundary problem with conditions X ∈ Tγ(0)M and Z ∈ TV (Tγ(0)M)
if J is Jacobi, J(0) = X and (DtJ)(0) = Z;

• the two point boundary problem with conditions X ∈ Tγ(0)M and Y ∈ Tγ(1)M if
J is Jacobi, J(0) = X and J(1) = Y .

Recall that the one point boundary problem admits a unique solution for every X, Z.
Also recall that

p and q are not conjugate along γ
⇐⇒ expp is a local diffeomorphism in a neighbourhood of V
⇐⇒ D expp(V ) : TV (TpM) −→ TqM is a linear isomorphism.

The idea of the proof will be to use the fact that D expp(V ) is a linear isomorphism to
translate between the conditions (DtJ)(0) = Z ∈ TV (TpM) and J(0) = Y . This works
because of the formula for the derivative of the exponential map.

We show that if D expp(V ) is a linear isomorphism then the two point boundary
problem admits a unique solution for every X ∈ TpM , Y ∈ TqM . We prove existence,
i.e. that there exists a Jacobi vector field J along γ such that J(0) = X and J(1) = Y .
Define Z ∈ TV (TpM) to be such that D expp(V )Z = Y . Define J to be the solution

66



of the one point boundary problem with conditions X ∈ Tγ(0)M and Z ∈ TV (Tγ(0)M).
Then, J(1) = Y and J is as desired:

J(1) = D expp(V ) · (DtJ)(0) [formula for derivative of exponential]
= D expp(V ) · Z [(DtJ)(0) = Z by definition of J ]
= Y [by definition of Z].

We prove uniqueness. It suffices to assume that J , J ′ are solutions of the two point
boundary problem with conditions X, Y and to prove that J = J ′. By uniqueness of
solution of the one point boundary problem, it suffices to show that (DtJ)(0) = (DtJ

′)(0).
This is true because D expp(V ) is a linear isomorphism and by the formula for the
derivative of the exponential:

(DtJ)(0) = (D expp(V ))−1Y

= (DtJ
′)(0).

We show that if the two point boundary problem admits a unique solution for every
X ∈ TpM , Y ∈ TqM then D expp(V ) is a linear isomorphism. It suffices to assume that
Z ∈ ker D expp(V ) ⊂ TV (TpM) and to prove that Z = 0. Define J to be the unique
solution of the two point boundary problem with J(0) = 0 and (DtJ)(0) = Z. Then,

0 = D expp(V )Z [by assumption]
= J(1) [by the formula for the derivative of the exponential].

Therefore J is a solution of the one point boundary problem with J(0) = 0 and J(1) = 0.
So, by uniqueness of solution of the one point boundary problem, J = 0. Therefore
Z = (DtJ)(0) = 0.

Exercise 11.5 (energy, from [Gor12]). Let (M, g) be a Riemannian manifold. Define
the energy functional

E : C∞([0, 1],M) −→ R

γ 7−→ 1
2

∫ 1

0
∥γ̇(t)∥2dt.

Let γ : [0, 1] −→ M be a curve and let Γ: (−ε, ε) × [0, 1] −→ M be a variation of γ, i.e.
Γ(0, t) = γ(t). Let V ∈ C∞(γ∗TM) be given by V (t) = ∂Γ

∂s
(0, t). Define T = ∂Γ

∂t
, S = ∂Γ

∂s

and γs(t) := Γ(s, t). Prove:

(a) The first variation of energy formula:

d
ds

∣∣∣∣
s=0

E(γs) = ⟨V, γ̇⟩|t=1
t=0 −

∫ 1

0
⟨V,Dtγ̇⟩dt;

(b) That γ is a geodesic if and only if d
ds

∣∣∣
s=0

E(γs) = 0 for every proper variation Γ of
γ;

(c) The second variation of energy formula: if γ is a geodesic, then

d2

ds2

∣∣∣∣
s=0

E(γs) =
〈

Ds
∂Γ
∂s
, γ̇
〉∣∣∣∣t=1

t=0
+
∫ 1

0

(
⟨R(V, γ̇)V, γ̇⟩ + ∥DtV ∥2

)
dt.
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Solution. (a):

d
dsE(γs) = 1

2
d
ds

∫ 1

0
⟨γ̇s, γ̇s⟩dt [definition of Energy]

= 1
2

∫ 1

0

d
ds⟨γ̇s, γ̇s⟩dt [differentiation under integral sign]

= 1
2

∫ 1

0

d
ds

〈
∂Γ
∂t
,
∂Γ
∂t

〉
dt [definition of γs]

=
∫ 1

0

〈
Ds
∂Γ
∂t
,
∂Γ
∂t

〉
dt [∇ is compatible with g]

=
∫ 1

0

〈
Dt
∂Γ
∂s
,
∂Γ
∂t

〉
dt [symmetry lemma]

=
∫ 1

0

(
d
dt

〈
∂Γ
∂s
,
∂Γ
∂t

〉
−
〈
∂Γ
∂s
,Dt

∂Γ
∂t

〉)
dt [∇ is compatible with g]

=
〈
∂Γ
∂s
,
∂Γ
∂t

〉∣∣∣∣t=1

t=0
−
∫ 1

0

〈
∂Γ
∂s
,Dt

∂Γ
∂t

〉
dt [fundamental theorem of calculus].

At s = 0, ∂Γ
∂s

(0, t) = V (t) and ∂Γ
∂t

(0, t) = γ̇(t). Therefore,

d
ds

∣∣∣∣
s=0

E(γs) = ⟨V, γ̇⟩|t=1
t=0 −

∫ 1

0
⟨V,Dtγ̇⟩dt.

(b): The proof is the following string of equivalences:

for every Γ a proper variation of γ we have that 0 = d
ds

∣∣∣∣
s=0

E(γs)

⇐⇒ for every Γ a proper variation of γ we have that 0 = ⟨V, γ̇⟩|t=1
t=0 −

∫ 1

0
⟨V,Dtγ̇⟩dt

⇐⇒ for every Γ a proper variation of γ we have that 0 =
∫ 1

0
⟨V,Dtγ̇⟩dt

⇐⇒ Dtγ̇ = 0
⇐⇒ γ is a geodesic.

(c):

d2

ds2E(γs)

= d
ds

∫ 1

0

〈
Dt
∂Γ
∂s
,
∂Γ
∂t

〉
dt

=
∫ 1

0

∂

∂s

〈
Dt
∂Γ
∂s
,
∂Γ
∂t

〉
dt

=
∫ 1

0

(〈
DsDt

∂Γ
∂s
,
∂Γ
∂t

〉
+
〈

Dt
∂Γ
∂s
,Ds

∂Γ
∂t

〉)
dt

=
∫ 1

0

(〈
DtDs

∂Γ
∂s
,
∂Γ
∂t

〉
+
〈
R(S, T )∂Γ

∂s
,
∂Γ
∂t

〉
+
∥∥∥∥Dt

∂Γ
∂s

∥∥∥∥2)
dt

=
∫ 1

0

(
∂

∂t

〈
Ds
∂Γ
∂s
,
∂Γ
∂t

〉
−
〈

Ds
∂Γ
∂s
,Dt

∂Γ
∂t

〉
+
〈
R(S, T )∂Γ

∂s
,
∂Γ
∂t

〉
+
∥∥∥∥Dt

∂Γ
∂s

∥∥∥∥2)
dt

=
〈

Ds
∂Γ
∂s
,
∂Γ
∂t

〉∣∣∣∣t=1

t=0
+
∫ 1

0

(
−
〈

Ds
∂Γ
∂s
,Dt

∂Γ
∂t

〉
+
〈
R(S, T )∂Γ

∂s
,
∂Γ
∂t

〉
+
∥∥∥∥Dt

∂Γ
∂s

∥∥∥∥2)
dt.
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At s = 0,

d2

ds2E(γs)

=
〈

Ds
∂Γ
∂s
, γ̇
〉∣∣∣∣t=1

t=0
+
∫ 1

0

(
−
〈

Ds
∂Γ
∂s
,Dtγ̇

〉
+ ⟨R(V, γ̇)V, γ̇⟩ + ∥DtV ∥2

)
dt

=
〈

Ds
∂Γ
∂s
, γ̇
〉∣∣∣∣t=1

t=0
+
∫ 1

0

(
⟨R(V, γ̇)V, γ̇⟩ + ∥DtV ∥2

)
dt.
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12 Exercise sheet No. 12 - 11-02-2021
Review of Homotopy theory. In this exercise sheet, we will need to use some ba-
sic facts about homotopy theory, which we now review. Let X be a locally compact
Hausdorff space and Y be a connected Hausdorff space. Denote by C(X, Y ) the set of
continuous maps from X to Y . Denote I = [0, 1].

Homotopies, point of view 1. We say that f, g ∈ C(X, Y ) are homotopic if
there exists a continuous map H : I × X −→ Y such that H(0, ·) = f and H(1, ·) = g.
In this case, H is a homotopy from f to g. "Homotopic" is an equivalence relation on
C(X, Y ). A homotopy class is an equivalence class under this equivalence relation.

Compact-open topology and exponential law. Now, instead of viewing a ho-
motopy as a map H : I × X −→ Y , we would like to view it as a path of continuous
functions h : I −→ C(X, Y ). To do this, we need to give C(X, Y ) the structure of a
topological space. The compact-open topology on C(X, Y ) is the topology generated
by sets of the form

SK,U := {f ∈ C(X, Y ) | f(K) ⊂ U},

for K ⊂ X compact and U ⊂ Y open. If Y is a metric space and X is compact, then
convergence with respect to the compact-open topology is the same thing as uniform
convergence. If in addition X and Y are manifolds, then the compact-open topology
also coincides with the C0-topology. Consider the map

Φ: C(I ×X, Y ) −→ C(I, C(X, Y ))
H 7−→ h := Φ(H)

where h(t)(x) = H(t, x) for t ∈ I and x ∈ X. Since X is a locally compact Hausdorff and
Y is Hausdorff, then Φ is a homeomorphism (this is a theorem, it’s not supposed to be
obvious!). This theorem is called the exponential law for topological spaces, because
it can also be written Y I×X ∼= (Y X)I .

Homotopies, point of view 2. Using this information, we can now say that for
f, g ∈ C(X, Y ) a homotopy from f to g is a path h : I −→ C(X, Y ) from f to g. In this
language, f and g are homotopic if and only if they are in the same path component
of C(X, Y ) and we see that a homotopy class is the same thing as a path connected
component of C(X, Y ).

Contractible maps. Since Y is connected, all the constant maps X −→ Y are in the
same path component/homotopy class of C(X, Y ), which we call the trivial homotopy
class. A map X −→ Y is contractible if it homotopic to a constant map, i.e. it is
an element of the trivial homotopy class. Y is simply connected if all elements of
C(S1, Y ) are contractible, or equivalently C(S1, Y ) is path connected.

Loops. We will use the above facts with Y = M a manifold and X = S1. In this
case, we will say that a homotopy class of maps in C(X, Y ) is a free homotopy class of
loops. The word "loops" is because X = S1. The word "free" is because the homotopy is
a path in C(X, Y ) which does not satisfy any other additional assumptions.
Exercise 12.1 (Cartan’s lemma, from [Gor12]). Let M be a compact connected Rieman-
nian manifold which is not simply connected and let C be a nontrivial free homotopy class
of loops. Show that there exists a closed geodesic γ in C such that l(γ) = l := infη∈C l(η),
as follows:
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(a) Show that there exists ϵ > 0 such that for all p ∈ M we have:

(a.1) for every x, y ∈ B(p, ε/2) there exists a unique geodesic γx,y connecting x and
y;

(a.2) the map B(p, ε/2) × B(p, ε/2) × [0, 1] −→ M given by (x, y, t) 7−→ γx,y(t) is
smooth.

(Hint: cover M by a finite suitable family of totally normal neighbourhoods).

(b) Choose (ηj)j a sequence of smooth loops in C such that limj→+∞ l(ηj) = l =
infη∈C l(η) and each ηj : [0, 1] −→ M is parametrized with constant speed (here we
used that C∞(S1,M) is a dense subset of C(S1,M)). Define L = supj l(ηj) < +∞.
Choose a subdivision 0 = t0 < t1 < · · · < tn = 1 with ti − ti−1 < ε/2L for
i = 1, . . . , n. Show that d(ηj(ti−1), ηj(t)) < ε/2 for every i and t ∈ [ti−1, ti].

(c) For each j define γj to be the broken geodesic joining ηj(0), ηj(t1), . . . , ηj(1) (which
we can do by the two previous steps). Since M is compact we can pass to a
subsequence (which we denote by the same index j) such that γj(ti) converges as
j → +∞ to pi ∈ M for every i. Show that d(pi−1, pi) < ε/2 for every i.

(d) Define γ to be the broken geodesic joining p0, . . . , pn. Show that γ is as desired.

Solution. (a): Recall the following fact: for every p ∈ M , there exists a δ > 0 and a
neighbourhood U of p such that U is δ-totally normal, i.e.

(a) For all x, y ∈ U there exists a unique geodesic γx,y from x to y.

(b) The map U × U × [0, 1] −→ M given by (x, y, t) 7−→ γx,y(t) is smooth.

(c) For all x ∈ U , if V := expx(B(0, δ)) then expx : B(0, δ) −→ V is a diffeomorphism.

Use this fact to coverM by finitely many balls B(pi, εi/2) such that B(pi, εi) is a δi-totally
normal ball. Define ε = mini εi/2. We show that ε is as desired.

For p ∈ M , we prove (a.1). It suffices to assume that x, y ∈ B(p, ε/2) and to prove
that there exists a unique geodesic γx,y from x to y. Let i be such that x ∈ B(pi, εi/2).
Then, y ∈ B(pi, εi):

d(y, pi) ≤ d(y, x) + d(x, pi)
< ε+ εi/2
≤ εi/2 + εi/2
= εi.

Since x, y ∈ B(pi, εi), which is a δi-totally normal ball, there exists a geodesic γx,y from
x to y.

For p ∈ M , we prove (a.2). We need to show that B(p, ε/2)×B(p, ε/2)× [0, 1] −→ M
is smooth. We show that this map is smooth at (x, y, t) ∈ B(p, ε/2) ×B(p, ε/2) × [0, 1].
In a neighbourhood of (x, y, t), this map coincides with the map B(pi, εi) × B(pi, εi) ×
[0, 1] −→ M (from the definition of totally normal), which is smooth.
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(b):

d(ηj(ti−1), ηj(t)) ≤
∫ t

ti−1
∥η̇j(s)∥ds [by definition of distance]

≤
∫ ti

ti−1
∥η̇j(s)∥ds

= (ti − ti−1)∥η̇j(0)∥ [ηj is parametrized with constant speed]
≤ (ti − ti−i)L [L = supj l(ηj)]
< ε/2 [ti − ti−1 < ε/2L for i = 1, . . . , n].

(c): By definition of γj,

d(γj(ti−1), γj(ti)) = d(ηj(ti−1), ηj(ti)) < ε/2.

Passing to the limit and using the fact that the distance d is continuous,

lim
j→+∞

d(γj(ti−1), γj(ti)) = d(pi−1, pi) < ε/2.

(d): We show that γ is in C. First, recall that all the ηj are in C. We now show that
all the γj are in C. It suffices to show that ηj is homotopic to γj. For all t ∈ [ti−1, ti],
d(γj(t), ηj(t)) < ε:

d(γj(t), ηj(t)) ≤ d(γj(t), γj(ti−1)) + d(γj(ti−1), ηj(t))
= d(γj(t), γj(ti−1)) + d(ηj(ti−1), ηj(t))
< ε/2 + ε/2
= ε.

Using this, we can build a homotopy from ηj|[ti−1,ti] to γj|ti−1,ti by using the shortest
geodesic from γj(t) to ηj(t). This concludes the proof that all the γj are in C. By
definition of γ, the γj converge to γ (as elements of C(S1,M) equipped with the compact-
open topology). Also, C ⊂ C(S1,M) is a path-connected component. So, γ is in C.

We show that l(γ) = l.

l(γ) =
n∑
i=1

d(γ(ti−1), γ(ti))

= lim
j→+∞

n∑
i=1

d(γj(ti−1), γj(ti))

= lim
j→+∞

n∑
i=1

d(ηj(ti−1), ηj(ti))

≤ lim
j→+∞

n∑
i=1

l(ηj|[ti−1,ti])

= lim
j→+∞

l(η)
= l

= inf
η∈C

l(η)

≤ l(γ).
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We show that γ is a geodesic. It suffices to show that γ is locally length minimizing.
Assume by contradiction that γ is not locally length minimizing. Then, there exists a
curve γ′ ∈ C such that l(γ′) < l(γ) (γ′ is in C because C is open and γ′ can be taken to
be "near" γ). Then,

l(γ′) < l(γ)
= inf

η∈C
l(η)

≤ l(γ′)

gives us a contradiction.

Exercise 12.2 (Synge’s theorem, from [Gor12]). LetM be a Riemannian manifold which
is even dimensional, orientable, compact, connected and has positive sectional curvature
(at every point p ∈ M , for every 2-dimensional subspace of TpM). Show that M is
simply connected, as follows. Assume by contradiction that there exists C a nontrivial
free homotopy class of loops. By Cartan’s lemma, there exists γ : [0, 1] −→ M a closed
geodesic in C parametrized with constant speed such that l(γ) = infη∈C l(η). Define
p = γ(0) = γ(1), v = γ̇(0) = γ̇(1) and let P : TpM −→ TpM be the parallel transport
map along γ.

(a) Show that P : TpM −→ TpM is orientation preserving, P (v) = v and P (⟨v⟩⊥) =
⟨v⟩⊥.

(b) Show that there exists w ∈ ⟨v⟩⊥ such that P (w) = w. (Hint: consider the canonical
form for elements of the orthogonal group).

(c) Define V to be the vector field along γ given by parallel transporting w along γ.
Define Γ to be the variation of γ coming from γ and V and γs(t) = Γ(s, t). Show
that

d
ds

∣∣∣∣
s=0

E(γs) = 0 and d2

ds2

∣∣∣∣
s=0

E(γs) < 0

and use these facts to derive a contradiction.

Solution. (a): Consider the map Pt : TpM −→ Tγ(t)M defined via parallel transport along
γ. This gives us a continuous family of maps (Pt)t such that P0 = idTpM is orientation
preserving and P1 = P . Therefore P is orientation preserving. By definition of geodesic
and of parallel transport, Pt maps v = γ̇(0) to γ̇(t), and therefore P (v) = P (γ̇(0)) =
γ̇(1) = γ̇(0) = v. Since P is an isometry, P (⟨v⟩⊥) = ⟨P (v)⟩⊥ = ⟨v⟩⊥.

(b): Let 2n = dimM . Choose an orthonormal basis for ⟨v⟩⊥, and consider the
induced linear isometry ⟨v⟩⊥ −→ R2n−1. Use this isometry to view P : ⟨v⟩⊥ −→ ⟨v⟩⊥

as a map P : R2n−1 −→ R2n−1. Then, P is an element of SO(2n − 1) ⊂ O(2n − 1).
It suffices to show that 1 is an eigenvalue of P . By the canonical form for elements of
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O(2n− 1), after an isometric coordinate change we can write P as

P =



R1 · · · 0 0 · · · 0
... . . . ... ... . . . ...
0 · · · Rk 0 · · · 0
0 · · · 0 (−1)j1 · · · 0
... . . . ... ... . . . ...
0 · · · 0 0 · · · (−1)jl


,

where R1, . . . , Rk are 2 × 2 rotation matrices. Then 2k+ l = 2n− 1 which implies that l
is odd. Then, 1 = detP = (−1)j1+···+jl which implies that j1 + · · · + jl is even. Since l is
odd this implies that there exists i = 1, . . . , l such that ji = 0. Then 1 is an eigenvalue
of P : R2n−1 −→ R2n−1.

(c): We show that d
ds

∣∣∣
s=0

E(γs) = 0:

d
ds
∣∣∣
s=0

E(γs) = ⟨V, γ̇⟩|t=1
t=0 −

∫ 1

0
⟨V,Dtγ̇⟩dt

= 0.

The second derivative can be computed by

d2

ds2

∣∣∣∣
s=0

E(γs) =
〈

Ds
∂Γ
∂s
, γ̇
〉∣∣∣∣t=1

t=0
+
∫ 1

0

(
⟨R(V, γ̇)V, γ̇⟩ + ∥DtV ∥2

)
dt

=
∫ 1

0
⟨R(V, γ̇)V, γ̇⟩dt

< 0,

where in the last equality we used the fact that M has positive sectional curvature.
So, there exists an ε > 0 such that the function [0, ε] −→ R given by s 7−→ E(γs) is

strictly decreasing. Then,

l(γ)2 ≤ l(γs)2 [γ is a geodesic]

=
(∫ 1

0
∥γ̇s(t)∥dt

)2

[by definition of length]

≤
(∫ 1

0
1dt

)(∫ 1

0
∥γ̇s(t)∥2dt

)
[Hölder’s inequality]

= 2E(γs) [by definition of Energy]
< E(γ) [by the discussion above]

=
∫ 1

0
∥γ̇(t)∥2dt [by definition of E(γ)]

= l(γ)2 [γ is parametrized with constant speed],

which is a contradiction.
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